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Scholarly Papers Contain
 The World’s Scientific Knowledge

Publications are growing exponentially
And papers can be challenging to understand
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Scholarly Papers Contain
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How can we make that knowledge more 
widely and broadly accessible?

Our approach: Use NLP, HCI, and 
document analysis to augment papers.
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Talk Outline
1. Three Motivating Demos

ScholarPhi Scim PaperPlain

To make scientific papers more understandable
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SCHOLARPHI

Dongyeop Kang Raymond Fok Sam Skjonsberg Daniel S. Weld Marti A. Hearst

Augmenting Scientific Papers with Just-in-Time, Position-
Sensitive Definitions of Terms and Symbols

@ ACM CHI ’21.

Andrew Head
Kyle

Lo



What makes scientific papers challenging to read?





acronyms

SA

LISA
+D&M



acronyms symbols

SA

LISA
+D&M

𝑉!
(#)

𝐴%&'()



acronyms symbols new terms

SA

LISA Syntactically-
informed

self-attention

+D&M

𝑉!
(#)

𝐴%&'()



acronyms symbols new terms



See demo video at https://youtu.be/yYcQf-Yq8B0
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SIMPLIFYING THE COMPLEX

Paper Plain: Making Medical Research Papers Approachable to 
Healthcare Consumers with Natural Language Processing

@ ACM TOCHI ’23.

Jonathan Bragg Marti A. Hearst Andrew Head Kyle Lo
Tal

August Lucy Lu Wang



Complex Content: How to Understand it?





Idea: Add Guiding Questions



Highlight the Answer Passages



Provide a Simplified Language Gist



Provide a Simplified Section Summary



Usability study

 X

Participants: 24 non-expert readers. 

Reading task: Read a paper for 10 
minutes. Then, answer a set of 
questions about the paper. 

Conditions (×2): Each reader completed 
tasks with 2 of 4 interface variants (one 
variant was a featureless baseline).



Baseline PDF reader: Most participants read papers 

linearly and spent substantial time in dense sections with 

limited important information.

Paper Plain: All participants reached the end of the paper.

Section gists and term definitions helped read dense passages. 

The questions & answer gists supported quick navigation 
and helped decide which sections to read

Usability Study Results



The effect on understanding papers

 X

Participants reported it was less difficult to read 
the paper and that they better understood the 
paper, when using Paper Plain. 

That said, participants answered questions about 
the paper about as correctly with both Paper Plain 
and the baseline. They tended to answer more 
correctly when questions were answerable by 
clicking questions in the key question index.
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INTELLIGENT PAPER SCANNING

Raymond Fok Daniel S. WeldMarti A. Hearst

SCIM: Intelligent Skimming Support

@ ACM IUI ‘23

Andrew Head
Jonathan

Bragg
Hita

Kambhamettu
Luca

Soldaini
Kyle

Lo



Lots of content – where to start reading?  



Idea: Highlight Key Passages by Rhetorical Purpose









In-lab study: 19 participants, expertise in NLP

Within-participants; each used a plain PDF reader and Scim

1 hour duration

Longitudinal Diary Study: 12 participants, with expertise

They choose which version of the reader to use

2 weeks

Usability Studies



Questions answered more quickly with Scim; No difference in accuracy

Most did not find highlights distracting

More akin to “scanning” than “skimming”

In-lab Usability Study Results



70% reported finding highlights useful

Assisted in focusing on important information

Provided a summary of the paper

Distracting when highlights are incorrect

Longitudinal Usability Study Results



Three Intelligently Interactive Interfaces

ScholarPhi Scim PaperPlain

Because all use automation, 
they are going to make errors!



Doing this all on PDFs …
Why?  HTML would be easier, but PDFs are where the readers are (for now)

How?  The rest of this talk.



Talk Outline

1. Three Motivating Demos

2. AI2’s Semantic Reader Project

3. NLP and Document Analysis Techniques
Including GPT-4 Experiments 



Allen Institute for AI (AI2)

A non-profit research institute 
dedicated to AI for the Common Good



AI 2 Semantic Scholar Project



50 person team
7 year project

207M+ scientific paper index
8M+ monthly active users



Semantic Scholar Search



Semantic Scholar API

https://www.semanticscholar.org/product/api



Semantic Reader Project

https://www.semanticscholar.org/product/semantic-reader



Semantic Reader In Action 

Currently only works on latex-backed PDFs



Semantic Reader Project

https://www.semanticscholar.org/product/semantic-reader

But … it is a challenge to translate some 
of this research into the product



Talk Outline

1. Three Motivating Examples of UIs

2. AI2’s Semantic Reader Project

3. NLP and Document Analysis Techniques
Including GPT-4 Experiments 



Navigation

Symbol Detection Definition Detection

48

Localization

Lowlighting DiagramsUI

Paper 
Analysis

The construction of ScholarPhi

Major challenge: fine-grained locations of symbols
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The construction of ScholarPhi

Major challenge: fine-grained locations of symbols

Solution: Link latex code to location in a PDF image
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function:$P(y_t^{prp}
...$, where...

function: 
{\color{orange}$P(y_t
^{prp}...$}, where... 

LaTEX Images of PDF

-

Identifying bounding boxes for symbols
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Equation

Contains 8 symbols

parser

E

f d

x n

^

_

_

symbol tree

E: (start=0, end=1)
f: (start=3, end=4)...

Colorized Equation

identify token locations

coalesce

E_{f_d} = x^n

color command offsets

}
Precision: 96%
Recall: 88%

LaTEX

Identifying bounding boxes for symbols



52

The construction of ScholarPhi

Major challenge: fine-grained locations of symbols

Solution: Link latex code to location in a PDF image

Problems: 
1) Difficult to get high accuracy efficiently
2) Does not work on PDFs without latex



Navigation

Symbol Detection Definition Detection
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Localization

Lowlighting DiagramsUI

Paper 
Analysis

The construction of ScholarPhi

Major challenge: definition recognition
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The construction of ScholarPhi

Major challenge: definition recognition

Solution: new algorithm for definition detection
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The construction of ScholarPhi

Major challenge: definition recognition

Solution: new algorithm for definition detection

Problems: 
Difficult to specify what a definition is

Accuracy is still not high enough



NLP challenge: recognize complex definitions



NLP challenge: recognize referential linkages



Heddex/Taddex: 
State-of-the-art Definition Recognition

Dongyeop Kang Risham Sirdu Daniel S. Weld Marti A. HearstAndrew Head Kyle Lo



Can a LLM Solve These 
Problems?

GPT-4 is the leading LLM: How well does it do?



Why GPT-4?
Comparisons from the Llama 2 Paper

Touvron, Hugo, et al. "Llama 2: Open foundation and fine-tuned chat models."arXiv:2307.09288 (2023).



GPT-4 is trained on text + images and can do a 
surprising wide range of tasks
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GPT-4 is training on text + images and can do a 
surprising wide range of tasks

Di Bartolomeo, et al. “Ask and You Shall Receive (a Graph Drawing): Testing 
ChatGPT's Potential to Apply Graph Layout Algorithms.” Eurovis 2023



Does GPT-4 Solve the Definition 
Recognition Problem?

Dongyeop KangAnna Martin-
Boyle 

Marti A. Hearst











Does GPT-4 Solve the Definition 
Recognition Problem?

It does well, but our specialized algorithm still performs (a bit) better.

F1

TADDEX on terms 81.5

GPT-4 on terms 79.7

TADDEX on 
definitions

73.6

GPT-4 on 
definitions

70.4



Does GPT-4 Solve The 
Document Recognition 

Problem?
Can it recognize equation structure and location?
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LAYOUTPARSER

A Unified Toolkit for Deep Learning Based Document Image Analysis  

@ ICDAR ’21.

Shannon Shen

VILA
Improved Structured Content Extraction from Scientific PDFs 

Using Visual Layout Groups

@ ACL TACL ’22.
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PAPERMAGE

Shannon Shen Daniel S. Weld

A unified Toolkit for Processing, Representing, and 
Manipulating Visually-Rich Scientific Documents

(under review)

And many 
other authors

Kyle Lo Luca
Soldaini



PaperMage  allows for the  composition 
of different machine learning and layout 

analysis models

Access the various layers via python



>>> doc.paragraphs[0]

>>> doc.paragraphs[0].sentences[2]
or 
>>> doc.sentences[2]

>>> doc.figures[0]

>>> q = Box(l,t,w,h, page=0)

>>> stoks =doc.find(q, layer=“tokens”)

>>> [token.text for token in stoks]

>>> doc.tokens[169:173]



PaperMage  supports structured 
algorithm comparison

GPT-4?



Does GPT-4 Solve The Document 
Recognition Problem?

Can it recognize equation structure and location?



A typical PDF Parsing Pipeline

Excerpt from Attention is all you need by Vaswani et al., NeurIPs  2017
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GPT-4 can analyze pdf text output …

… but the lack of structure
 can cause errors in downstream tasks



Excerpt from Attention is all you need by Vaswani et al., NeurIPs  2017





PDF Code corresponding to the highlighted heading

Excerpt from Attention is all you need by Vaswani et al., NeurIPs  2017





PDF Code corresponding to the highlighted equation



It turns out that GPT-4 can analyze PDF code!

It gets the subscript correct that it missed 
from pdf text alone



How does this work?  Let’s dive deeper into the PDF code

B has smaller font than A; D shows the position shifting down











Does GPT-4 Solve The 
Document Recognition 

Problem?
Stay tuned … we are working on getting detailed results



To consider: In light of the 
capabilities of LLMs, what is the 
role of classic representations?

For NLP: do we need 
syntax and parse 

trees?

For document 
analysis: do we need 

layout structure?

Questions drawn from Kyle Lo & Dan Klein



In Summary
NLP + HCI + Document Analysis can Improve 

the Understandability of Scientific Papers

ScholarPhi Scim PaperPlain

Scientific paper interactivity offers great research 
opportunities for the ICDAR community!



Bringing Scientific Papers to Life
Thank you!

Marti Hearst
UC Berkeley

In collaboration with the Allen Institute of AI


