
Setting the stage
Michael C. Albers, Sun Microsystems

The human operators of complex sys-
tems, such as computer-integrated manu-
facturing systems, power plants, and air-
craft flight decks, are highly educated and
trained. They can monitor and manage
their particular systems under normal con-
ditions and during system malfunctions.
These operators typically must deal with an
enormous quantity of data conveying sys-
tem health that is presented to them on
multiple computer screens.1,2

To assist with this data avalanche, au-
tomation’s role in the control of these com-
plex systems has expanded. The increase of
automation changes the operator’s role
from a controller to a monitor and, when
needed, a troubleshooter responsible for
fault detection, diagnosis, and compensa-
tion.3 Although automation has shifted op-
erator responsibilities, there is no substitute
for human decision making and experience
to set high-level system goals, monitor sys-
tem states, and compensate for anomalies
that the automation systems were not de-
signed to handle.4

When anomalies occur for which automa-
tion cannot compensate, these operators
must quickly diagnose and correct the anom-
alies. They identify faulty system compo-
nents by observing incorrect systems states,
creating hypotheses based on their experi-
ence, and testing each hypothesis by manip-
ulating the system. The interactions between,

dynamics of, and sheer number of elements
in these systems complicate this method of
anomaly diagnosis and compensation. The
huge number of system components in-
creases the alternatives available to explain
system anomalies. Furthermore, determining
which anomalies are causes and which are
effects is difficult because any single anom-
aly quickly proliferates through the systems
to cause other anomalies.

Steam-propulsion plants are prototypical
examples of complex engineering systems.
Engineers have studied them extensively
and developed simulations of them to assist
training about and the control of these
complex engineering systems. Steam-
propulsion systems deconstruct into sub-
systems such as fuel-oil, lubrication-oil,
main-steam, auxiliary-steam, cooling, and
turbine. Likewise, each subsystem (the
main-steam system, for example) decom-
poses into subsubsystems, such as air sup-
ply, economizer, and boiler. Finally, these
subsubsystems are composed of physical
components, which form physical intercon-
nections to create a network of interactions
and failure points.

This decomposition of the system paral-
lels the operators’ knowledge. Generally,
plant operators and system designers think
of higher-level pieces of the system in hier-
archical, functional terms, whereas they
understand lower levels in terms of physi-
cal interconnections. For example, they
think of the main-steam subsystem as a
heat-transfer unit, but they consider the

boiler as an interconnected collection of
physical components.

Cascading anomalies
As an example of how single anomalies

cascade through these systems, consider a
hypothetical (and simplistic) marine steam-
power plant. The emergency cooling-water
valve has been sporadically faulty since the
power plant went online. Consequently, the
operators have never trusted this compo-
nent’s readings, have shut off its visual and
auditory alarms, and have blocked its data
from being used by the plant’s automation
system. (See Figure 1 and also the “Defini-
tions” sidebar.)

At time index zero (T+0:00), the ECWV
fails mechanically and slowly starts to close
(see Table 1). Accordingly, the amount of
cooling water flowing to the boiler slowly
decreases. Soon (T+1:15), the boiler’s hull
temperature starts to rise. To compensate
for the rising boiler-hull temperature, the
plant’s automation system starts opening
the main cooling-water valve until it is
completely open (T+2:10). Because the
ECWV is blocking the cooling water’s
flow, opening the main cooling-water valve
has little effect. 

Because the boiler’s hull temperature is
still inching upward (at T+2:35), the
amount of fuel water in the boiler is de-
creasing, while the amount of steam to
power the turbine, the power produced by
the turbine, and the amount of lubrication
oil flowing to the turbine all are increasing.
At T+2:55, in an attempt to stabilize this
developing situation, the automation sys-
tem takes the following steps. To compen-
sate for the declining fuel-water level in the
boiler, the automation system slowly opens
the valve controlling the amount of fuel
water fed to the boiler. It slowly opens the
steam vents in the turbine to vent steam.
Finally, to compensate for the boiler hull’s
increasing temperature, it slowly decreases
the amount of fuel oil fed to the burners.
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Dissonance on audio
interfaces

An important aspect of a complex intelligent system is the human-computer interface. Al-
though most of our readers are well-acquainted with graphical user interfaces, in this install-
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Barass), earcons (Stephen Brewster), and auditory icons (Beth Mynatt).

To help facilitate comparison, each audio expert has described a design using his or her ap-
proach for an example problem, created specifically for this discussion by Michael Albers (see
http://computer.org/expert/ex1997/extras/ for the audio files our contributors created). Albers
also wraps up the discussion with a brief comparison of the results.
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These steps by the automation system
help stabilize the system in the short run.
However, within a few minutes, the auto-
mation system’s corrective steps cannot
overcome the fact that the amount of cooling
water flowing to the boiler is inadequate. At
T+5:15, the amount of cooling water in the
boiler reaches a dangerouslevel. (All sys-
tem components have levels at which they
are considered to be in a dangerous state.)
The ECWV has completely failed at
T+5:20, restricting any more cooling water
from reaching the boiler. As the remaining
cooling water in the boiler heats up and
boils off, the single component failure starts
to quickly cascade through the system. At
T+5:25, the boiler’s hull temperature, the
fuel-water levels, and the turbine’s RPMs
reach a dangerous level. At T+5:30, in a last-
ditch effort to keep the boiler from melting
down, the plant’s automation system dra-
matically scales back the amount of fuel oil
fed to the burners. By T+8:30, the automa-
tion system must completely shut off the
fuel oil to the burners and vent any remain-
ing steam from the system.

If the operators of this marine steam-
power plant cannot diagnose and correct the
true problem by T+8:30, the ship will be
relying on backup power for everything that
needs electricity (radios, medical, and navi-
gation, for example). Failures or shutdowns
of complex systems, including this power
plant, are extremely costly in monetary and
human terms. If the operators could cor-
rectly identify the ECWV as the faulty
component, they could avert the power
plant’s shutdown by going to the ECWV’s
physical location and manually opening it.

Adding sound to human-machine
interfaces

Complex system monitoring and anom-
aly diagnosis by operators occur through a
workstation with a graphical user interface.
Most workstation environments place a
heavy workload on the visual systems of

operators in complex work environments.1,2

This heavy visual load often makes these
complex systems extremely difficult to
manage.2

Using different human senses in the com-
puter interface lessens the visual load on an
operator. One way to lessen the visual load
is to add sound “so that operators may hear
rather than see displays.”1Adding sound to
human-machine interfaces is especially use-
ful in complex dynamic systems in which
users cannot be expected to notice all visual
feedback.5 Furthermore, time-varying data,
multivariate data, background processes,
and transient conditions—common ele-
ments of complex engineering systems—are
well suited to sonic representation.6 Opera-
tors benefit from the addition of an auditory
interface to a graphical interface for a com-
plex system. 

The following three essays outline ap-
proaches to the inclusion of audio to aid the
operators of the complex system in the fail-
ure scenario I’ve just outlined.

Sonification 
Stephen Barrass, CSIRO Mathematical and
Information Sciences

The challenge is to use only pure
tones—the sound of a sine wave. This lim-
ited palette of sounds is a major design
issue, but the task, data, and perception of
the sounds are equally important.6–8

Task
The task for the human operators is to

monitor the system and diagnose anom-
alies that arise. Monitoring is a continuous
task that can become tedious. Diagnosis is
seldom necessary but is demanding and
requires focused attention and concentrated
problem solving.

Monitoring and diagnosis require differ-
ent information. Monitoring is an ongoing
question—“Is everything okay?”—that
requires an answer about the whole system.

Diagnosis is a discrete, local question—“Is
this component okay?”—that requires a
precise answer about a part of the system.
Most displays used for monitoring are de-
signed for diagnosis and show irrelevant
data or noisethat might adversely affect the
monitoring task. Sometimes, this problem
is fixed by an auditory alarm that alerts the
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Figure 1. Hypothetical marine steam-power plant with
faulty emergency cooling-water valve: ovals represent
temperatures and levels; boxes represent valves.

Definitions
BHT Boiler-hull temperature
CWL Cooling-water level
ECWV Emergency cooling-water valve
FOFV Fuel-oil feed valve
FWFV Fuel-water feed valve
FWL Fuel-water level
LOL Lubrication-oil level
MCWV Main cooling-water valve
SCWR Spillover cooling-water reservoir
TRPM Turbine rpms
TSL Turbine steam level
TSV Turbine steam vents

Table 1. Consequences of a failing emergency cooling-water valve in a hypothetical marine steam-power plant.

T+0:00 T+1:15 T+2:10 T+2:35 T+2:55 T+5:15 T+5:20 T+5:25 T+5:30 T+8:30 

ECWV Failing Failed
MCWV Opening
FWFV Opening
FOFV Closing Closing Closed
TSV Opening Open
CWL Decreasing Dangerous
FWL Decreasing Dangerous
LOL Increasing
BHT Increasing Dangerous
TSL Increasing
TRPM Increasing Dangerous
SCWR Water detected

.



operators to a dangerous condition that
might go unnoticed in the visual display.

The alarm relieves the operator from
constant, focused attention to a visual
panel. However, the presence of an alarm
changes the monitoring question from “Is
everything okay?” to “Is there danger?”
and might reduce awareness of the overall
state.  An alarm is always an emergency, so
time for assessing the situation is short, and
cool reasoning might be difficult. In the
steam-propulsion scenario, the first alarm
would sound only three minutes before
shutdown, when the cooling-water level
becomes dangerously low.

Instead of reacting to emergencies, it
would be better to anticipate and prevent
them. Perhaps we can design an auditory
display that allows the operator to maintain
awareness of the system and to begin diag-
nosis before an emergency develops.

Data
To understand the data, we must under-

stand the organization of the system and its
subsystems. There are three main subsys-
tems—cooler, boiler, and turbine—con-
nected by physical variables CWL (coolant-
water level), TSL (turbine steam level), and
TRPM (turbine revs), as shown in Figure 2.
The internal state of the coolant subsystem

is measured by SCWR (coolant spillover),
and the internal state of the boiler is mea-
sured by BHT (hull temperature) and FWL
(fuel-water level). There are also control-
feedback variables MCMW, ECWV, FOFV,
FWFV, and TSV, which confirm that valves
and vents in each subsystem are operating.
The variables are all continuous-valued.

Information requirements
A useful monitoring display will allow

the operator to quickly, confidently, and
correctly answer the question “Is every-
thing okay?”

• yes, okay 
• yes, but unusual 
• yes, but something is going wrong 
• no, danger 

The answers depend on information
about individual variables that have danger
levels, and about the overall state of the
system. The variables that have danger
levels are CWL, BHT, TSL, and TRPM. If
we combine these with the subsystem out-
put variables that indicate the system state
(CWL, TSL, and TRPM), we find four
variables provide useful information for
monitoring: CWL, BHT, TSL, and TRPM,
as Figure 2 shows.

Perception
The streamingtheory explains listening

by primitiveand schemaprocesses that
group acoustic variations into distinct
sounds.9 The primitive process is a fast,
preattentive, default grouping by factors
such as spectral similarity and simultane-
ous onset. The slower schema process in-
volves recognizing familiar patterns and

explains the influence of attention and
learning on what is heard.

A display that engages the primitive pro-
cess suits a monitoring task because it is
less affected by attention and training than
a schema-based display. Factors that influ-
ence primitive grouping have been mea-
sured with the Van-Noorden gallopeffect,
generated by a pair of sounds, X and O,
repeated in sequence, XOX-XOX. 

If the sounds are perceptually similar,
they group into the same stream and a dis-
tinctive galloping rhythm is heard, XXX-
XXX. If X and O do not group, two dis-
tinctly separate rhythmic streams,
X-X-X-X- and --O--O--, are heard, and
you can choose to listen to one or the other.
A list of factors that influence primitive
grouping can guide the design of a display
to engage the primitive process:

1. Onset intervals in the range 60–150
milliseconds 

2. Difference between spectral centroids 
3. Frequency difference from 4–13 semi-

tones 
4. Binaural harmonic correlation 
5. Correlated frequency modulations 
6. Correlated amplitude modulations
7. Harmonic relations
8. Parallel spectral movement
9. Synchronous onsets 

Display device

The constraint to a palette of pure tones
can be viewed as a characteristic of the
audio device that will be used to realize the
display. An audio device like this is not
uncommon in products that are limited by
size, power, portability, maintenance, and
cost. You might hear pure tones when your
digital watch alarm goes off or when a mo-
bile pager rings. Devices such as these play
one tone at a time through a single speaker.

The parameters for producing sounds on
such a device are amplitude, frequency,
phase, and duration. Although it seems
limited, this device can engage six of the
nine primitive factors. Duration can en-
gage factor 1. Pure tones do not have a
centroid, so they cannot engage factor 2.
Frequency can engage factor 3. A monau-
ral device cannot engage factor 4. Corre-
lated changes in amplitude and frequency
can engage factors 5, 6, and 8. Harmonic
relations in frequency can engage factor 7.
A single-channel device cannot engage
factor 9.
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Information representation

The representation should allow the oper-
ator to hear useful information about CWL,
BHT, TSL, and TRPM by primitive group-
ing of pure tones on the audio device. Each
variable controls the frequency variation of a
pure tone X. “Danger” for each variable
maps to the same frequency O. The variable
tones X are interleaved with “okay” tones at
frequency O to form a gallop sequence
XOXOXOX (see Figure 3). All tones are
100-ms long to engage streaming by factor 1.
Tones closer than approximately six  semi-
tones in frequency group by factor 3. Under
normal conditions, the “okay” tones are
heard as a distinct O-O-O triplet that signi-
fies “yes, okay.” If any variable X
approaches danger frequency O, the “okay”
triplet becomes erratic, signifying that some-
thing is going wrong. Figure 3 shows the
“okay” triplet by the three regularly spaced
circles at the danger frequency. The figure
illustrates each answer (okay, unusual, going
wrong, danger, and shutdown). The X vari-
ables form a distinct second stream, which
has a characteristic pattern shown by the
circles below the danger line. 

If a variable reaches danger, the “okay”
triplet transforms to a “danger” gallop that
signals which subsystem is involved—for
example, CWL “danger” has rhythm OO-O-
O. As more variables reach danger, the
“danger” gallop becomes faster and more
insistent. Meanwhile, the stream of variable
tones that are not grouped with the gallop
form a “system” stream that provides infor-
mation about the rest of the system. The
operator can learn the meaning of the sys-
tem patterns  (or schemas) and use them to
diagnose the problem. For example, TRPM
might usually track TSL, so these tones usu-
ally stream together. In an unusual condi-
tion, TSL might go high while TRPM re-
mains low, causing a recognizable
“unusual” pattern. 

In the steam-propulsion scenario, you
can hear that something unusual is happen-
ing soon after T=0:00, because the decrease
in CWL can be heard as an unusual varia-
tion in the system pattern. This could
prompt diagnosis right away, with eight
minutes to spare. An experienced operator
might diagnose that CWL is changing from
this pattern. At T+1:15, the increase in BHT
causes further unusual perturbations in the
system stream. At T+2:35, the propagation
of the anomaly into other subsystems

causes a radical shift in the “system” pat-
tern, and diagnosis should be well under-
way. In the fourth minute, CWL approaches
dangerous levels and the “okay” gallop
sounds unstable. At T+5:15, the “okay”
gallop has transformed into a “danger” gal-
lop with the signature OOO-O-O rhythm of
danger in the coolant subsystem. The “dan-
ger” gallop builds in rate and insistence as
each subsystem becomes dangerous, until at
T+5:25, the only sound is a single urgent
OOOOOOO stream that warns that the en-
tire system is in danger.

Summary
This auditory display uses only pure

tones. The display supports the monitoring
task that occupies most of a system opera-
tor’s time. It improves on alarms by allow-
ing the operator to maintain awareness of
the system as a background activity, to de-
tect unusual conditions, and to begin diag-
nosis before an emergency develops.

Earcons 
Stephen Brewster, University of Glasgow

Earcons are a method for presenting in-
formation about the state of the marine
steam-power plant. Earcons are abstract,
musical tones that can represent parts of an
interface.10 My detailed investigations show
that earcons are an effective means of com-
municating information in sound.11 I have
also developed guidelines for their use that I
used to design the sounds described here.12

Earcons are constructed from motives.
These are short, rhythmic sequences that can
be combined in various ways.10 Earcons use
many principles from music and psycho-
acoustics. They have successfully improved
the usability of standard graphical-interface
components such as buttons and scroll-
bars.13They have also provided navigation
cues in telephone-based interfaces and inter-
faces for blind users.14

Earcon design
As the earcon design guidelines suggest,

I started with timbre (instrument), register,
and rhythm.12 Earcons should make up a
musical whole. The operator will recognize
the sound for the whole and so know when
the system was running well. As things go
wrong, parts of the sound will change, indi-
cating where the problem is.

Simple rules defined the earcons for

each system in the power plant to make the
sounds easy to remember. These were

• timbre and stereo position define the
system (cooling-water system or turbine
system),

• rhythm and tempo define the level (in-
creasing or decreasing), and 

• pitch defines the state of a valve (open-
ing or closing). 

Because several earcons can play simulta-
neously, these attributes let the operator
hear each system as a separate auditory
source so that they will not be confused
with each other.

I gave each of the six systems (cooling
water, fuel water, fuel oil, turbine, boiler,
and lubrication oil) an instrument (for ex-
ample, the cooling-water system might use
an organ and the turbine a violin) and a
stereo position. The stereo position would
match the position in the plant—for exam-
ple, turbine on the right and cooling-water
system on the left.

Rhythm and tempo indicate the level in
the system (increasing/dangerous, decreas-
ing/dangerous). A faster tempo indicates an
increase in the level, and vice versa. There
is a natural link between the concept of in-
creasing and faster tempo that would make
this mapping easy to remember. Reverb
added to the earcons for decreasing/danger-
ous further differentiates them from the
increasing/dangerous ones.

To indicate a dangerous level (either
increasing or decreasing), I added a danger
earcon to the mix. This bell timbre plays
with the same rhythm and tempo and in the
same stereo position as the system in the
dangerous state, so the operator can hear
which system is going wrong.

The pitch structure of the notes played
indicates the state of the valve in a system
(open, opening, closing, closed). Higher-
pitched notes mean opening and lower-
pitched ones closing. A three-note chord indi-
cates that the valve is fully open (or closed).
The notes played increase or decrease
through the notes in the C major scale, so that
earcons playing simultaneously sound har-
monious. An enhancer effect applied to the

Hear the music!
You’ll find the audio files described in these
essays at

http://computer.org/expert/ex1997/extras/
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opening/open earcons also fur-
ther differentiates them from the
closing ones.

Therefore, by listening to an
earcon’s timbre/stereo, opera-
tors will know the system; by
listening to its rhythm/tempo,
they will understand the level
in the system; and by listening
to its pitch, they will know the
state of the valve in the system.

To reduce the overall sound
level (and avoid problems of
annoyance), the earcon for any
system that has not changed for
a period of time will get quieter,
which will help the plant opera-
tor to become habituated to it.

Earcons applied to the marine
power plant

Here are the results of applying earcons
to the hypothetical test case.

T+0:00.The amount of cooling water
flowing into the boiler (CWL) is decreas-
ing. The tempo of the cooling-water earcon
(played with an organ timbre in the left
stereo position) starts to decrease to indi-
cate the reduction in flow. The pitch indi-
cates the state of the MCWV.

T+1:15.The BHT starts to rise. The boiler
earcon—played with a violin timbre and a
right stereo position—increases in tempo.

T+2:10. The MCWV opens. The cooling-
water earcon rises in pitch. When the valve
is fully open, a high-pitched chord sounds.

T+2:35. The BHT is still rising, signaled by
a further increase in tempo. The FWL is
dropping, so the fuel-water earcon’s tempo
slows. The TRPM level is increasing, so the
turbine earcon tempo increases. The TSL is
also rising. As the turbine has two level
indicators (steam level and RPM level), we
need another method for presenting the
TSL. For this, a second earcon plays, di-
rectly after the main-turbine earcon, that
uses the same instrument and stereo posi-
tion (therefore, it is clearly associated with
the turbine). It has a different rhythm to
indicate that it is a different level indicator.
This earcon has its own tempo that indicates
the TSL. Finally, the LOL is increasing, so
the lubrication oil earcon also plays at a
faster tempo.

T+2:55. The FWFV slowly opens, indicated
by a rise in pitch of the fuel-water earcon.
The TSV opens, so the pitch of the turbine
earcons increases. The FOFV starts closing,
so the fuel-oil earcon decreases in pitch.

T+5:15. The CWL reaches a dangerous
level. The alarm earcon mixes into the
cooling-water earcon (which now plays at a
very slow tempo).

T+5:20. The ECWV has failed, so no cool-
ing water is flowing into the boiler. The cool-
ing-water earcon plays at the slowest tempo,
with the alarm earcon accompanying it.

T+5:25. The BHT plays at a fast tempo with
the alarm earcon mixed into it. The FWL is
dangerously low, so the earcon plays at a
slow tempo, the alarm earcon mixed with it.
The TRPM has reached a dangerously high
level, so its earcon plays at a fast tempo with
the alarm earcon mixed into it.

T+5:30. The FOFV continues closing, so
the pitch of the fuel-oil earcon lowers.

T+8:30. The FOFV is closed completely,
so the earcon plays with a low-pitched
chord. Steam is vented (TSV), so the tur-
bine earcons play with a high-pitched
chord as the vent is fully open.

Auditory icons 
Elizabeth D. Mynatt, Xerox PARC

In this essay, I will describe using audi-
tory icons as a method for presenting infor-
mation about the marine steam-power

plant. William W. Gaver intro-
duced the concept of auditory
icons based on the premise that
people describe sounds relative to
the objects interacting to make the
sounds. Computers and other
man-made devices make a variety
of beeps, buzzes, and other artifi-
cial noises that otherwise we
would never hear. Conversely, we
typically hear things crumbling,
sloshing, or colliding—we hear
the results of objects interacting
together. When asked to describe
a sound, we tend to describe it in
terms of the objects that generated
the sound, such as a door slam-
ming, stairs creaking, or glass
breaking. In other words, we de-

scribe sounds in terms of their sources, not
in classical terms such as pitch and dura-
tion, or in musical terms such as timbre or
melody.5

What this realization means to interface
designers is that we can use sounds to
make users think of familiar objects in the
same way that icons in visual interfaces
characterize commonplace objects. Both
the film and game industries provide en-
gaging examples of sound-effects design
where not only objects but qualities of
those objects—the weight of a slamming
door, the menace of an approaching ani-
mal, the heat of a fire—are made salient
through sound. The best real-world exam-
ple relevant to this design is that of a me-
chanic listening to a running car. The
sounds of belts, fans, steam, and combus-
tion can point to individual problems as
well as form a cohesive “picture” of the
system’s health. 

Auditory icon design
For this marine power plant test case, I

have given each of the subsystems a class
of auditory icons for use in identifying the
subsystem as a whole. In this design, the
subsystem and sound groupings are

• Cooling-water levels as babbling
brooks to raging streams

• Fuel-water levels as bubbling to boiling
liquids 

• Fuel-oil levels as crackling fire to rag-
ing inferno 

• Boiler-hull temperature as meat sizzling 
• Turbine-steam vents as slowly turning

fans to rapid propellers 
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• Turbine-steam levels as incremental
bursts of steam 

• Turbine RPMs as small to large engines 

These sounds connect to observable
states of the system rather than connecting
with the various controls. For example,
when we drive a car, we rarely hear the
state of controls—what gear we are in—but
we hear the results of our actions and other
influences. This design allows us to gear
visual displays to depicting control states.
Operators listen to the system, likely com-
menting to each other about the current
state, and then while looking at the various
monitors next to the controls, they individ-
ually adjust the system. This multimodal
separation of information matches the ex-
isting practices of operators as they jointly
diagnose a system and then partition con-
trol tasks.

Auditory icons are generally composed
of sampled sounds, rather than the synthe-
sized sounds used in the two previous de-
signs. Although there are tools for generat-
ing pure tones and MIDI-controlled devices
for generating musical scores, there are no
tools for generating complex auditory icons
such as the sound of a raging river or an
outboard boat motor. Designers typically
sample sounds from real-world sources and
then add techniques for looping samples
and transitioning between different sam-
ples. Surprisingly, designers rarely use the
actual sound of the thing they want to repre-
sent. For example, Myst’s designers com-
mented on using the sound of driving over
gravel to represent fire. In this essay, I’ll
refer to what the sounds should make you
think of (water, fire, fans) without
discussing their actual sources.

Without synthesizing auditory icons,
representing a spectrum of states is diffi-
cult. For each subsystem, three samples
will represent three states (normal, below
threshold, and above threshold). To indi-
cate approaching transitions, the timing of
the looping sample will change. When all
is normal, the pace of the looping samples
will be synchronized, evoking the feel of a
well-running system akin to a smoothly
running car. As subsystems move to thresh-
olds, the pace of the samples will fall out of
sync, either lagging or jumping ahead of a
silent but tangible clock for the system as a
whole. After passing a threshold value, the
subsystem’s sample will change appropri-
ately. The pacing of the sounds will con-

tinue. For example, a system running at
half power would center on the below-
threshold samples at a slower pace. Be-
cause timing serves as a discriminator of
samples, in this design you would want the
operator to “hear the loop,” as opposed to
typical background sounds in movies and
games, where hearing the loop would be
distracting and indicate a poor design.

When a subsystem moves past a danger-
ous threshold, a brief alarm will precede
the beginning of the looping sample. The
alarms are simple alerts that will likely
prompt the operators to use the visual dis-
plays to confirm dangerous states.

The auditory display serves primarily to
give the operators a continuous, back-
ground feel for the system as a whole, as
well as a feel for each subsystem. This
background awareness is key to the quick
handling of problems as they arise. The
danger with automated systems is that

while under automation the subsystems
will move in and out of various threshold
states without the awareness of the opera-
tors. Only when the system reaches a dan-
gerous state and automation fails will the
operator be engaged with comprehending
the system’s state. Awareness of the path
from normal to dangerous is a clear benefit
during diagnosis and recovery.

Auditory icons applied to the
marine power plant

Assuming that the system has reached a
normal, steady state, the operator will hear
six looping samples in sync: a small running
river for cooling water, a medium boiling
liquid with popping sounds (bubbles burst-
ing) for fuel water, a medium fire (lots of
crackling) for fuel oil, fans at medium speed
for steam vents, a medium level of steam
bursts for steam levels, and a medium-size
outboard motor for the turbine.
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T+0:00. As the cooling-water level de-
creases, the river sound begins to lag and
the river sounds slower. This sound is
slightly louder than the rest.

T+1:15. As the boiler-hull temperature
begins to rise, the sizzling sounds increase.
This sound is also slightly louder and pre-
cedes the rest.

T+2:10. The decreasing cooling water re-
sults in a new sample—a babbling brook to
be swapped in that significantly lags be-
hind the others.

T+2:35. Sizzling increases. The bubbling,
popping sound for the fuel water decreases,
the bursts of steam and engine run faster,
and the crackling fire of fuel oil increases.
The above- and below-threshold sounds are
beginning to group together.

T+2:55. Fuel water temporarily stabilizes
(more bubbles), the fans begin to run faster,
and the fuel oil stabilizes.

T+5:15. The cooling-water brook is barely
running and is preceded by an alarm to
note a dangerous state. Hull temperature is
above threshold as the sizzling increases.

T+5:20. Fuel-water and turbine RPMs are
below and above threshold, respectively.

T+5:25. The sizzling sound and the large-
engine sound are preceded by alarms as
well as the decreasing bubbling sound. 

T+5:30. The fuel oil is below threshold as
a small crackling fire.

T+8:30. As more steam is vented, the fans
turn faster and the steam bursts increase
frequency.

Conclusion 
Michael C. Albers

These techniques represent three ways to
use sound in the user interface. Each brings
a particular set of strengths to attack the
problems of monitoring and troubleshoot-

ing complex engineering systems. Further-
more, each technique calls for a different
design—a distinct way of applying the
technique to the problem and data of inter-
est. Like graphical user interfaces, auditory
user interfaces must have a synergy be-
tween form and content.

However, even this simplistic example of
a complex engineering system clearly ex-
poses the limitations of each individual
technique and design. This is not a problem
with the designs created here. Rather, each
technique brings weaknesses along with its
strengths. Sonification is flexible but lacks
expressiveness. Earcons are very scalable
but require some learning time. Auditory
icons are intuitive but are limited in scala-
bility. The “right” answer is rarely to use
only one of these techniques without regard
for the others.

Once again, thez creation of graphical
user interfaces is the same as the creation
of auditory user interfaces—use the tools
you have on hand to best address the prob-
lem you need to solve. By combining cer-
tain aspects of each auditory technique and
creating a new design, designers can de-
velop a more robust answer to many prob-
lems.17 In fact, the combination of auditory
and graphical user interfaces might be the
best way to leverage users’ multimodal
capabilities when considering any task
where people provide information to and
gather information from computers.
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