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Abstract

Ontologies provide a structured represen-
tation of concepts and the relationships
which connect them. This work investi-
gates how a pre-existing educational Biol-
ogy ontology can be used to generate use-
ful practice questions for students by using
the connectivity structure in a novel way.
It also introduces a novel way to generate
multiple-choice distractors from the ontol-
ogy, and compares this to a baseline of us-
ing embedding representations of nodes.

An assessment by an experienced science
teacher shows a significant advantage over
a baseline when using the ontology for
distractor generation. A subsequent study
with three science teachers on the results
of a modified question generation algo-
rithm finds significant improvements. An
in-depth analysis of the teachers’ com-
ments yields useful insights for any re-
searcher working on automated question
generation for educational applications.

1 Introduction

An important educational application of NLP is
the generation of study questions to help students
practice and study a topic, as a step toward mastery
learning (Polozov et al., 2015). Although much re-
search exists in automated question generation the
techniques needed for educational applications re-
quire a level of precision that is not always present
in these approaches.

Ontologies have the potential to be uniquely
beneficial for educational question generation be-
cause they allow concepts to be connected in non-
traditional ways. Questions can be generated
about different concepts’ properties which span

different areas of a textbook or even different edu-
cational resources.

However, ontologies are not commonly used in
NLP approaches to generate complex, multi-part
questions. This may be due to concern about on-
tology’s incompleteness and the fact that they are
usually structured for other purposes.

In this work, we describe a novel method for
generating complex multiple choice questions us-
ing an ontology, with the aim of testing a stu-
dent’s understanding of the bigger picture of how
concepts interact, beyond just a definition ques-
tion. This technique generates questions that
help achieve understanding at the second level of
Bloom’s taxonomy (Bloom et al., 1956). We also
generate multiple choice distractors using several
ontology- and embedding-based approaches.

We report on two different studies. The first
assesses both the questions and the question dis-
tractors with one domain expert, a middle school
science teacher. This finds evidence that the
ontology-based approach generates novel and use-
ful practice questions. Based on the findings from
that study, we adjust the question generation al-
gorithm and report on a subsequent evaluation in
which three experts quantitatively rank and qual-
itatively comment on a larger selection of ques-
tions. The results are strong, with more than 60
questions out of 90 receiving positive ratings from
two of the judges. Additionally, we categorize and
provide in-depth analysis of qualitative feedback
and use this to inform multiple future directions to
improve educational practice question generation.

2 Related Work

Prior work has explored both automatically gener-
ating educational ontologies from text and utiliz-
ing expert-created ontologies for other tasks. For
instance, Olney et al. (2011) explored extracting



nodes and relationships from text to build a con-
cept map ontology automatically from textbooks.
Other work has also attempted to build ontolo-
gies from non-educational texts (Benafia et al.,
2015; Szulman et al., 2010) and has explored uti-
lizing crowd-sourcing to build an ontology from
text (Getman and Karasiuk, 2014).

Prior approaches to question generation from
ontologies have involved hand-crafted rules to
transform a relationship into a question (Olney
et al., 2012b; Papasalouros et al., 2008; Ou et al.,
2008). However, these approaches mainly gener-
ate questions for a single fact and do not combine
multiple pieces of information together to create
more complex questions. There is the potential
to explore other, more complex, types of ques-
tion generation procedures from the ontology. Ap-
proaches have also utilized online questions for
ontology-driven generation, but this is less gener-
alizable (Abacha et al., 2016).

Prior work aimed at generating educational
practice questions has generated questions directly
from text using a series of manual translations and
a ranking procedure to determine quality (Heilman
and Smith, 2010, 2009; Heilman, 2011).

Other work has focused on question genera-
tion, independent of an educational context. A
large-scale question generation task posed to the
community prompted a focus on factual question
generation from texts and knowledge bases (Rus
et al., 2008; Graesser et al., 2012). Approaches
have included factual generation directly from text
(Brown et al., 2005; Mannem et al., 2010; Mazidi
and Tarau, 2016; Yao et al., 2012) as well as gener-
ation from knowledge bases (Olney et al., 2012a).

Recent advances in text generation have used
neural generative models to create interestingly
worded questions (Serban et al., 2016; Indurthi
et al., 2017). However, because we are using a hu-
man created ontology and lack specialized training
data, we utilize hand-crafted rules for generation.

3 Question Generation

We utilize an educational Biology ontology to
generate multiple choice questions, which consist
of the text of a question, the correct answer, and
three distractor multiple choice candidates.

3.1 Dataset

We use an expert-curated ontology documenting
K-12 Biology concepts (Fisher, 2010) designed

Figure 1: Selected part of the Biology ontology.

for educational applications. While more re-
sources could be used to accomplish this task, we
only utilize the ontology to explore the efficacy
of this question generation approach. By utilizing
an expert-curated ontology instead of an automati-
cally generated one, we operate under the assump-
tion that the ontology is correct and complete.
Future work can explore utilizing this method in
conjunction with other educational resources and
techniques.

The ontology contains 1,260 unique concept
nodes and 227 unique relationship types with a to-
tal of 3,873 node-relationship-node triples. The
average outgoing degree is 7. Figure 1 shows a
small sample.

3.2 Using The Structure of the Ontology

The novel aspect of our approach is the manner in
which we use an ontology to go beyond simple
factoid question generation. Rather than gener-
ating a question from a node-relation-node triple,
this algorithm makes use of the graph structure of
the ontology to create complex questions that link
different concepts, with the aim of challenging the
student to piece together different concepts.

The goal of this evaluation was to determine if
this novel way of combining concepts would be
judged as creating useful, coherent questions for
testing students.

To create these novel structured questions, the
algorithm chooses a node to act as the answer, and
from three randomly-chosen outgoing links it gen-
erates a question. The relations of the outgoing
links and the nodes on the other ends are used
to form the question words. For instance, from
the node “Water” emanates the links (DissolvesIn,
“salt”), (HasProperty, “cohesion”), and (InputTo,
“evaporation”) from which is generated the ques-
tion “What dissolves salt, has cohesion, and is an
input to evaporation? (Water)”

A total of 992,926 questions can be generated
via this method from the ontology. These ques-
tions are distributed over 426 nodes, with the av-



erage number of questions that can be generated
per node being 2,330. While 834 nodes do not
have three outgoing links to generate a question
from, these nodes can be chosen as properties to
commpose other questions.

3.3 Generating Distractors

Good multiple choice questions should have dis-
tractors (alternative answers to distract the student
from the correct answer). These should not be
synonymous with the correct answer, but should
be a plausible answer which should not be so far-
fetched as to be obviously incorrect.

We experimented with several different ways
of generating multiple choice distractors using the
structure of the ontology, and compared these with
two embedding based methods. In each case, if
the text of a distractor overlaps with the correct
answer, we do not use it.

3.4 Ontology Distractor Generation

We experimented with 5 different ontology-based
distractor methods. For each distractor generation
method, the correct answer node, n is connected
to three property nodes n1; n2; and n3 via rela-
tionships r1; r2; and r3 respectively. In order to
ensure that distractor node m does not correctly
answer the question, we make sure at least one of
n1; n2; or n3 does not connect to m. The follow-
ing methods are illustrated in Figure 2.

Two Matching Relationships: This method
chooses m such that m is connected to n1 via r1
and m is connected to n2 via r2.

One Matching and One New Relationship:
This method chooses m such that m is connected
to n1 via r1 and m is connected to n2 via a differ-
ent relationship, r4 6= r2.

Two New Relationships: This method chooses
m such that m is connected to n1 via a different
relationship type r4 6= r2 and m is connected to
n2 via a different relationship, r5 6= r3.

One Matching Relationship: This method
chooses m such that m is connected to n1 via r1.

We also examined an additional question-
independent ontology-grounded approach.

Node Structure: This approach rates pairs of
nodes by similarity, where similarity is determined
by their tendency to link to similar relation types
and to link to the same intermediate nodes. More
formally, let cn denote the set of nodes which are
connected to any node n and let ln;r denote the

number of connections that n has of type r. The
similarity between n and m is computed as:

sn;m = count(cn ∩ cm)−
∑

r

|ln;r − lm;r|

3.5 Embedding Distractors

We implemented two methods to generate dis-
tractors grounded in the embeddings of the
nodes. Both utilize pre-trained word embeddings
(Mikolov et al., 2013). A given node n consists
of a series of words, w1; w2; :::; wn. We create a
multi-word embedding by distributing weight and
placing more emphasis on the last word in a se-
quence, which we assume to be the head word.
The similarity s between the two embedded nodes
en and em is determined by cosine similarity.

Correct Answer Embeddings: are generated
by comparing the correct answer, n with the most
similar node in the graph G:

distractor = arg max
m∈G

sen;em

Question Component Embeddings: are gen-
erated by finding the most similar node to the
question components n1, n2, and n3. The above
equation is computed for each component.

3.6 Ontology Coverage

Each of these methods is applicable to a subset of
nodes in the ontology. From a randomly sampled
selection of 10,000 questions, 15.6% met require-
ments for Two Matching Relationship Distractors,
16.2% met requirements for One Matching, One
New Distractors, 29.1% met requirements for Two
New Relationship Distractors, and 25.6% met re-
quirements for One Matching Relationship Dis-
tractors. Node Structure, Correct Answer Embed-
dings, and Question Component Embeddings all
had complete coverage due to the nature of the
methods.

3.7 Pedagogical Motivation

This question generated method is similar to an in-
verse of the “Feature Specification” questions de-
scribed by Graessner et al (1992) in which stu-
dents are asked to describe properties of a con-
cept. An example format of this type of question is
“Which qualitative attributes does entity X have?”
(Graesser et al., 1992). Instead of prompting stu-
dents to list properties of a concept, we provide




