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NLP subfield survey — due May 9
• 2000-word survey for a specific NLP subfield of your choice (e.g., coreference 

resolution, question answering, interpretability, narrative generation, etc.), synthesizing 
at least 25 papers published at ACL, EMNLP, NAACL, EACL, AACL, Transactions of 
the ACL or Computational Linguistics (see bCourses for official details).  

• This survey should be able to provide a newcomer (such as yourself at the start of the 
semester) a sense of the current state of the art in that subfield in 2023, the major 
historical papers that have defined that area, and the different schools of thought 
within it. 

• No slip days!  See bCourses assignment for policy on late assignments and list of 
example venues.



Info 259  
Project presentations

• 2-3:30pm Thursday 4/27 on Zoom. 

• Prepare a 5-minute presentation of your project to present to the class; be 
prepared to take questions from the audience. 

• The project presentations won’t be recorded.



ImageNet

Deng et al. 2009, “ImageNet: A Large-Scale Hierarchical Image Database”



Vinyals et al. 2015, “Show and Tell: A Neural Image Caption Generator”

Image Captioning



Visual QA

Agarwal et al. 2016, “VQA: Visual Question Answering”



Visual QA

Agarwal et al. 2016, “VQA: Visual Question Answering”



Visual  
Reasoning

Suhr et al. 2018, “A Corpus for Reasoning About 
Natural Language Grounded in Photographs”



Visual Commonsense Reasoning

Zellers et al. 2018, “From Recognition to Cognition: Visual Commonsense Reasoning”



Text-to-Image  
Generation

• DALL-E (Ramesh et al. 2022) 

• Transformer over streams of 
text+image tokens trained on 
Conceptual Captions (3.3 M text/
image pairs)



Stable Diffusion
• Train image autoencoder to 

generate lower-dimensional 
perceptual representation 
space 

• Learn diffusion model on the 
lower-dimensional latent space

• Scales to higher-dimensional data (i.e., bigger image size, higher granularity) 
than transformer models 

• Use cross-attention between text input and diffusional model



Stable Diffusion: Rombach et al. (2022), “High-Resolution Image Synthesis with Latent Diffusion Models”

Stable Diffusion



Social NLP

Frermann et al. 2018, “Whodunnit? Crime Drama as a Case for Natural Language Understanding”



Social NLP

• LSTM-based model 

• Video/audio/script input as 
features at each time step 

• Output: is the perpetrator 
mentioned in that time step?

Frermann et al. 2018, “Whodunnit? Crime Drama as a Case for Natural Language Understanding”











“an armchair in the shape of an avocado.” 
https://openai.com/blog/dall-e/









Questions!?



Course evaluations!

 https://course-evaluations.berkeley.edu/berkeley/


