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Modern NLP is driven by 
annotated data

• Penn Treebank (1993; 1995;1999); morphosyntactic annotations of WSJ 

• OntoNotes (2007–2013); syntax, predicate-argument structure, word 
sense, coreference 

• FrameNet (1998–): frame-semantic lexica/annotations 

• MPQA (2005): opinion/sentiment 

• SQuAD (2016): annotated questions + spans of answers in Wikipedia



• In most cases, the data we have is the product of human judgments. 

• What’s the correct part of speech tag? 

• Syntactic structure? 

• Sentiment?

Modern NLP is driven by 
annotated data



Input: transcripts of 981 OPD traffic 
stops (everyday interactions) 

Output: measure of “respect” directed 
from officer to driver

Voigt et al. 2017, “Language from police body camera footage shows racial 
disparities in officer respect”

Respect



Respect

• Present one dialogue turn 
(police/driver) to be rated by 
people for respect (4-point 
Likert scale).  High IAA.



Dogmatism

Fast and Horvitz (2016), “Identifying 
Dogmatism in Social Media: Signals 
and Models”



Dogmatism

Fast and Horvitz (2016), “Identifying 
Dogmatism in Social Media: Signals 
and Models”



Literary Time

Underwood 2018, “Why Literary Time is Measured in Minutes”

• How many minutes pass in a 
250-word passage of fiction?



“Tom!” No answer. “TOM!” No answer. “What’s gone with that boy, I wonder? You TOM!” No answer. 

The old lady pulled her spectacles down and looked over them about the room; then she put them up and 
looked out under them. She seldom or never looked _through_ them for so small a thing as a boy; they were 
her state pair, the pride of her heart, and were built for “style,” not service—she could have seen through a 
pair of stove-lids just as well. She looked perplexed for a moment, and then said, not fiercely, but still loud 
enough for the furniture to hear: 

“Well, I lay if I get hold of you I’ll—” 

She did not finish, for by this time she was bending down and punching under the bed with the broom, and so 
she needed breath to punctuate the punches with. She resurrected nothing but the cat. 

“I never did see the beat of that boy!” 

She went to the open door and stood in it and looked out among the tomato vines and “jimpson” weeds that 
constituted the garden. No Tom. So she lifted up her voice at an angle calculated for distance and shouted: 

“Y-o-u-u TOM!” 

There was a slight noise behind her and she turned just in time to seize a small boy by the slack of his 
roundabout and arrest his flight. 

“There! I might ’a’ thought of that closet. What you been doing in there?”





Pustejovsky and Stubbs (2012), 
Natural Language Annotation for Machine Learning

Annotation 
pipeline



Annotation 
pipeline

Pustejovsky and Stubbs (2012), 
Natural Language Annotation for Machine Learning



• Our goal: given the constraints of our problem, how can we 
formalize our description of the annotation process to encourage 
multiple annotators to provide the same judgment?

Annotation guidelines



Annotation guidelines
• What is the goal of the project? 

• What is each tag called and how is it used? (Be specific: provide 
examples, and discuss gray areas.) 

• What parts of the text do you want annotated, and what should be left 
alone? 

• How will the annotation be created? (For example, explain which tags or 
documents to annotate first, how to use the annotation tools, etc.)

Pustejovsky and Stubbs (2012), Natural Language Annotation for Machine Learning



https://brat.nlplab.org/



https://inception-project.github.io/





Why not do it yourself?

• Expensive/time-consuming 

• Multiple people provide a measure of consistency: is the task well 
enough defined? 

• Low agreement = not enough training, guidelines not well enough 
defined, task is bad



Adjudication

• Adjudication is the process of deciding on a single annotation for a 
piece of text, using information about the independent annotations. 

• Can be as time-consuming (or more so) as a primary annotation. 

• Does not need to be identical with a primary annotation (both 
annotators can be wrong by chance)



Interannotator agreement

puppy fried 
chicken

puppy 6 3

fried 
chicken 2 5

annotator A

an
no

ta
to

r B

observed agreement = 11/16 = 68.75%

https://twitter.com/teenybiscuit/status/705232709220769792/photo/1


Cohen’s kappa
• If classes are imbalanced, we can get high inter annotator agreement 

simply by chance

puppy fried 
chicken

puppy 7 4

fried 
chicken 8 81

annotator A

an
no

ta
to

r B



Cohen’s kappa

puppy fried 
chicken

puppy 7 4

fried 
chicken 8 81

annotator A

an
no

ta
to

r B

� =
po � pe

1 � pe

� =
0.88 � pe

1 � pe

• If classes are imbalanced, we can get high inter annotator agreement 
simply by chance



Cohen’s kappa
• Expected probability of agreement is how often we would expect two 

annotators to agree assuming independent annotations

pe = P (A = puppy, B = puppy) + P (A = chicken, B = chicken)

= P (A = puppy)P (B = puppy) + P (A = chicken)P (B = chicken)



Cohen’s kappa
= P (A = puppy)P (B = puppy) + P (A = chicken)P (B = chicken)

puppy fried 
chicken

puppy 7 4

fried 
chicken 8 81

annotator A

an
no

ta
to

r B

P(A=puppy) 15/100 = 0.15

P(B=puppy) 11/100 = 0.11

P(A=chicken) 85/100 = 0.85

P(B=chicken) 89/100 = 0.89

= 0.15 � 0.11 + 0.85 � 0.89

= 0.773



Cohen’s kappa

puppy fried 
chicken

puppy 7 4

fried 
chicken 8 81

annotator A

an
no

ta
to

r B

� =
po � pe

1 � pe

� =
0.88 � pe

1 � pe

� =
0.88 � 0.773

1 � 0.773

= 0.471

• If classes are imbalanced, we can get high inter annotator agreement 
simply by chance



• “Good” values are subject to interpretation, but rule of thumb:

Cohen’s kappa

0.80-1.00 Very good agreement

0.60-0.80 Good agreement

0.40-0.60 Moderate agreement

0.20-0.40 Fair agreement

< 0.20 Poor agreement



Interannotator agreement

• Cohen’s kappa can be used for any number of classes. 

• Still requires two annotators who evaluate the same items. 

• Fleiss’ kappa generalizes to multiple annotators, each of whom may 
evaluate different items (e.g., crowdsourcing)



Fleiss’ kappa

• Same fundamental idea of 
measuring the observed agreement 
compared to the agreement we 
would expect by chance. 

• With N > 2, we calculate agreement 
among pairs of annotators

� =
Po � Pe

1 � Pe



nijNumber of annotators who assign category 
j to item i

Pi =
1

n(n � 1)

K�

j=1

nij(nij � 1)
For item i with n annotations, how many 
annotators agree, among all n(n-1) 
possible pairs 

Fleiss’ kappa



Pi =
1

n(n � 1)

K�

j=1

nij(nij � 1)For item i with n annotations, how many 
annotators agree, among all n(n-1) possible pairs 

A B C D

+ + + -

Annotator

Label nij

+ 3

- 1

A-B 
B-A 
A-C 
C-A 
B-C 
C-B

Pi =
1

4(3)
(3(2) + 1(0))

agreeing pairs 
 of annotators →

Fleiss’ kappa



Average agreement among all items

Expected agreement by chance — joint 
probability two raters pick the same label is 
the product of their independent 
probabilities of picking that label

pj =
1

Nn

N�

i=1

nijProbability of category j

Pe =
K�

j=1

p2
j

Po =
1

N

N�

i=1

Pi

Fleiss’ kappa



Krippendorf’s alpha

• Kappa values still require categorical labels  

• What about real-valued labels (e.g., Likert ratings, ordinal values)?



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Krippendorf’s alpha

• We’ll use the same principle that we used before: how much do our 
observed labels for a document differ from what we’d expect given the 
ratings we see? 

• For real-valued ratings, we will also use distance metric to quantify how 
different two ratings are.



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Observed

1 3 4 5

1 1

3 1

4 2

5 2 2

when one annotator 
gives this label…

… how often do we see another 
with this label for that same item?



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Expected

rating count

1 1

3 1

4 2

5 4

Given this distribution of ratings overall, how 
often would we expect to see a pair of ratings 

together?

P(r1 = 5) = 4/8

P(r2 = 1) = 1/7
normalize over 7 now instead of 8 
because we already selected one

P(r1 = 5,r2 = 1) = 4/8 × 1/7 = 1/14



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Expected

rating count

1 1

3 1

4 2

5 4

P(r1 = 1, r2 = 1) = ?



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Expected

1 3 4 5

1 0 1/56 3/56 1/14

3 1/56 0 1/28 1/14

4 1/28 1/28 1/28 1/7

5 1/14 1/14 1/7 3/14

when one annotator 
gives this label…

… what’s the probability of seeing another 
with this label for that same item?



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Expected

1 3 4 5

1 0 1/7 3/7 4/7

3 1/7 0 2/7 4/7

4 2/7 2/7 2/7 8/7

5 4/7 4/7 8/7 12/7

when one annotator 
gives this label…

… how often do we expect to see another 
with this label for that same item?Transform these into expected 

counts by multiplying by the total 
number of annotations (8)



doc 1 doc 2 doc 3 doc 4

annotator A 5 5 5 1

annotator B 4 5 4 3

Distance

1 3 4 5

1 0 4 9 16

3 4 0 1 4

4 9 1 0 1

5 16 4 1 0

For real labels, we can use the 
squared distance as a measure of 

cost.

(r1 − r2)2



Krippendorf’s alpha
1 3 4 5

1 1

3 1

4 2

5 2 2

1 3 4 5

1 0 4 9 16

3 4 0 1 4

4 9 1 0 1

5 16 4 1 0

x

1 3 4 5

1 0 4 9 16

3 4 0 1 4

4 9 1 0 1

5 16 4 1 0

x

1 3 4 5

1 0 1/7 3/7 4/7

3 1/7 0 2/7 4/7

4 2/7 2/7 2/7 8/7

5 4/7 4/7 8/7 12/7

[
[

]
]

sum

sum

1 — 

observed distance

expected distance



Implementation

• https://www.nltk.org/api/nltk.metrics.html



Activity
• Form groups of 2 or 3. 

• Decide whether a given piece of text is subjective or objective using either a 
binary judgment (subjective/objective) or an ordinal one (e.g., 1-5). A 
subjective statement reflects an opinion held by a belief holder (e.g., "mint 
chocolate chip ice cream is terrible") while an objective statement relates 
factual information ("water boils at 212 degrees Fahrenheit").  

• In groups in class, independently annotate the data we provide on bCourses 
(in Files/Activities/subjective_inclass.tsv) and discuss any 
differences you have to come to a consensus about how you will operationalize 
subjectivity vs. objectivity.  Write up 2-3 sentences about your concept to 
submit at the end of class, along with your group’s names + emails.


