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Project presentations next Monday!

• Create a single slide (pdf) representing your work and discuss it in 3 
minutes. 

• Your slide should outline your research goals, any data you've used, 
models, results, and analysis with enough detail for others to provide 
feedback on your project from that slide alone. 

• Submit to bCourses by noon on Monday 11/27!



Investigating(SEC, Tesla)



https://en.wikipedia.org/wiki/Pride_and_Prejudice

Parent(Mr. Bennet, Jane)



Information extraction

• Named entity recognition 

• Entity linking 

• Relation extraction



Named entity recognition

[tim cook]PER is the ceo of [apple]ORG

• Identifying spans of text that correspond to typed entities



Relation extraction

subject predicate object
The Big Sleep directed_by Howard Hawks

The Big Sleep stars Humphrey Bogart

The Big Sleep stars Lauren Bacall

The Big Sleep screenplay_by William Faulkner

The Big Sleep screenplay_by Leigh Brackett

The Big Sleep screenplay_by Jules Furthman



Relation extraction

ACE relations, SLP3



Relation extraction

Unified Medical Language System (UMLS), SLP3



Regular expressions

• Regular expressions are precise ways of extracting high-precision 
relations

• “NP1 is a film directed by NP2” → directed_by(NP1, 
NP2) 

• “NP1 was the director of NP2”→ directed_by(NP2, NP1)



Hearst patterns
pattern sentence

NP {, NP}* {,} (and|or) other NPH
temples, treasuries, and other important civic 

buildings

NPH such as {NP,}* {(or|and)} NP red algae such as Gelidium

such NPH as {NP,}* {(or|and)} NP such authors as Herrick, Goldsmith, and 
Shakespeare 

NPH {,} including {NP,}* {(or|and)} NP common-law countries, including Canada and 
England 

NPH {,} especially {NP}* {(or|and)} NP European countries, especially France, England, and 
Spain

Hearst 1992; SLP3



Supervised relation extraction

feature(m1, m2)

headwords of m1, m2

bag of words in m1, m2

bag of words between m1, m2

named entity types of m1, m2

syntactic path between m1, m2

[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2, the first film 
version of Raymond Chandler's 1939 novel of the same name.



The Big Sleep is directed by Howard Hawks

nsubjpass obl:agent

auxpass case

[The Big Sleep]m1 ←nsubjpass directed→obl:agent [Howard Hawks]m2,

m1←nsubjpass ← directed→obl:agent → m2

[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2, the first film 
version of Raymond Chandler's 1939 novel of the same name.

Supervised relation extraction



[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2

word embedding

…

convolutional  
layer

max pooling 
layer

directed

2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7

2.7 3.1 -1.4 -2.3 0.7



[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2

2.7 3.1 -1.4 -2.3 0.7

2.7 3.1 -1.4 -2.3 0.7

…

convolutional  
layer

max pooling 
layer

directed

word embedding

position embedding 
 to m1

position embedding  
to m2

2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7



Distant supervision
• It’s uncommon to have labeled data in the form of <sentence, relation> 

pairs

sentence relations

[The Big Sleep]m1 is a 1946 film noir directed by 
[Howard Hawks]m2, the first film version of Raymond 

Chandler's 1939 novel of the same name.
directed_by(The Big Sleep, Howard Hawks)



• More common to have knowledge base data about entities and their 
relations that’s separate from text. 

• We know the text likely expresses the relations somewhere, but not 
exactly where.

Distant supervision



Wikipedia Infoboxes



Mintz et al. 2009



Distant supervision

Elected mayor of Atlanta in 1973, Maynard Jackson… 

Atlanta’s airport will be renamed to honor Maynard Jackson, the city’s first Black mayor

Born in Dallas, Texas in 1938, Maynard Holbrook Jackson, Jr. moved to Atlanta when he was 8.

mayor(Maynard Jackson, Atlanta)

Eisenstein 2018



• For feature-based models, we can represent the tuple <m1, m2> by 
aggregating together the representations from all the sentences they 
appear in

Distant supervision



feature(m1, m2) value (e.g., normalized over all sentences)

“directed” between m1, m2 0.37

“by” between m1, m2 0.42

m1←nsubjpass ← directed→obl:agent → m2 0.13

m2←nsubj ← directed→obj → m2 0.08

[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2, the first film 
version of Raymond Chandler's 1939 novel of the same name.

Distant supervision

[Howard Hawks]m2 directed the [The Big Sleep]m1



Distant supervision

pattern sentence

NPH like NP Many hormones like leptin...

NPH called NP a markup language called XHTML 

NP is a NPH Ruby is a programming language...

NP, a NPH IBM, a company with a long...

• Discovering Hearst patterns from distant supervision using WordNet 
(Snow et al. 2005)

SLP3



Multiple Instance Learning

• Labels are assigned to a set of sentences, each containing the pair of 
entities m1 and m2; not all of those sentences express the relation 
between m1 and m2.



Attention
• Let’s incorporate structure (and parameters) into a network that 

captures which sentences in the input we should be attending to (and 
which we can ignore).

25
Lin et al (2016), “Neural Relation Extraction with Selective Attention over Instances” (ACL)



[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2

2.7 3.1 -1.4 -2.3 0.7

2.7 3.1 -1.4 -2.3 0.7

…

convolutional  
layer

max pooling 
layer

directed

word embedding

position embedding 
 to m1

position embedding  
to m2

2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7

Lin et al (2016), “Neural Relation Extraction with Selective Attention over Instances” (ACL)



[The Big Sleep]m1 is a 1946 film noir directed by [Howard Hawks]m2

2.7 3.1 -1.4 -2.3 0.7

2.7 3.1 -1.4 -2.3 0.7

…

convolutional  
layer

max pooling 
layer

word embedding

position embedding 
 to m1

position embedding  
to m2

2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7

Lin et al (2016), “Neural Relation Extraction with Selective Attention over Instances” (ACL)

Now we just have an encoding 
of a sentence



[The Big Sleep]m1 is a 
1946 film noir directed 
by [Howard Hawks]m2

[Howard Hawks]m2 
directed [The Big 

Sleep]m1

After [The Big Sleep]m1 
[Howard Hawks]m2 

married Dee Hartford

2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7 2.7 3.1 -1.4 -2.3 0.7

2.7 3.1 -1.4 -2.3 0.7

weighted sum

x1a1 + x2a2 + x3a3

sentence 
encoding

directed



Information Extraction
• Named entity recognition 

• Entity linking 

• Relation extraction 

• Template filling 

• Event detection 

• Event coreference 

• Extra-propositional information (veridicality, hedging)
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“Five score years ago, a great 
American, in whose symbolic shadow 
we stand today, signed the 
Emancipation Proclamation.”

“Four score and seven years ago our 
fathers brought forth on this continent, a 
new nation, conceived in Liberty, and 
dedicated to the proposition that all men 
are created equal.”



Sequence 
alignment

Wilkerson et al. 2014, "Tracing the Flow of Policy 
Ideas in Legislatures: A Text Reuse Approach"



So et al. 2019, "Race, Writing, and Computation: Racial Difference and the US Novel, 
1880-2000," Cultural Analytics

Sequence alignment



Spelling correction



Levenshtein distance
• For a pair of strings, the minimal 

number of insert, delete and 
substitution operations required to 
transform one into the other. 

• Each operation has a cost: 

• insert: 1 
• delete: 1 
• substitution: 2

pin

pints

t
+
s
+

Levenshtein distance: 2



Levenshtein distance
• For a pair of strings, the minimal 

number of insert, delete and 
substitution operations required to 
transform one into the other. 

• Each operation has a cost: 

• insert: 1 
• delete: 1 
• substitution: 2

pin

in

Levenshtein distance: 1

−

X



Levenshtein distance
• For a pair of strings, the minimal 

number of insert, delete and 
substitution operations required to 
transform one into the other. 

• Each operation has a cost: 

• insert: 1 
• delete: 1 
• substitution: 2

pin

pan

Levenshtein distance: 2

pin

pan



Levenshtein distance
• For a pair of strings, the minimal 

number of insert, delete and 
substitution operations required to 
transform one into the other. 

• Each operation has a cost: 

• insert: 1 
• delete: 1 
• substitution: 2

Shaxper

Shakespeare



S h a x p e r

0 1 2 3 5 6 7 8

S 1

h 2

a 3

k 4

e 5

s 6

p 7

e 8

a 9

r 10

e 11

di,j = min(

di−1, j + 1

di, j−1 + 1

di−1, j−1 + scostsubstitute

delete

insert

)

scost = 0 if t[i] = s[i], otherwise 2
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S h a x p e r

0 1 2 3 5 6 7 8

S 1

h 2

a 3

k 4

e 5

s 6

p 7

e 8

a 9

r 10

e 11

di,j = min(
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0
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S h a x p e r

0 1 2 3 5 6 7 8

S 1

h 2

a 3

k 4

e 5

s 6

p 7

e 8

a 9

r 10

e 11

di,j = min(

di−1, j + 1

di, j−1 + 1

di−1, j−1 + scostsubstitute

delete

insert

)

scost = 0 if t[i] = s[i], otherwise 2

0 1 2 3 4 5 6

1 0 1 2 3 4 5



S h a x p e r

0 1 2 3 5 6 7 8

S 1 1 2 3 4 5 6

h 2 1 1 2 3 4 5

a 3 2 1 1 2 3 4

k 4 3 2 1

e 5 4 3 2 3 4 5 6

s 6 5 4 3 4 5 6 7
p 7 6 5 4 5 4 5 6

e 8 7 6 5 6 5 4 5

a 9 8 7 6 7 6 5 6

r 10 9 8 7 8 7 6 5

e 11 10 9 8 9 8 7 6

di,j = min(

di−1, j + 1

di, j−1 + 1

di−1, j−1 + scostsubstitute

delete

insert

)

scost = 0 if t[i] = s[i], otherwise 2

0

0

0

2 3 4 5



S h a x p e r

0 1 2 3 5 6 7 8

S 1 0 1 2 3 4 5 6

h 2 1 0 1 2 3 4 5

a 3 2 1 0 1 2 3 4

k 4 3 2 1

e 5 4 3 2 3 4 5 6

s 6 5 4 3 4 5 6 7
p 7 6 5 4 5 4 5 6

e 8 7 6 5 6 5 4 5

a 9 8 7 6 7 6 5 6

r 10 9 8 7 8 7 6 5

e 11 10 9 8 9 8 7 6

2 3 4 5

Identical S (do nothing)
Identical h (do nothing)
Identical a (do nothing)
Insert k
Insert e
Replace x with s
Identical p (do nothing)
Identical e (do nothing)
Insert a
Identical r (do nothing)
Insert e



Sequence alignment

• Levenstein gives us the minimal number of operations required to 
transform one string into another. 

• But what if we want to find the best alignment between a pair of 
strings?



I should'a quit you, a long time ago 
I should'a quit you, baby, long time ago 
I should'a quit you, and went on to Mexico 

If I ha'da followed my first mind 
If I ha'da followed my first mind 
I'd'a been gone since my second time 

                           Killing Floor, Howlin’ Wolf

I should have quit you a long time ago 
Ooh-whoa, yeah, yeah, long time ago 
I wouldn't be here, my children 
Down on this killin' floor 
I should have listened, baby, a-to my second mind 
Oh, I should have listened, baby, to my second mind 

                                    Lemon Song, Led Zeppelin



I 
should 

a 
quit 
you 

a 
long 
time 
ago 

... 
If 
I 

had 
a 

followed 
my 
first 

mind 
I’d 
a 

been 
gone 
since 

my 
second 

time 

I 
should 
have 
quit 
you 
a 
long 
time 
ago 
… 
I 
should 
have 
listened 
baby 
a-to 
my 
second 
mind 



It was the blurst of times

0 -1 -2 -3 -4 -5 -6

It -1 1 0 -1 -2 -3 -4

was -2 0 2 1 0 -1 -2

the -3 -1 1 3 2 1 0

worst -4 -2 0 2 2 1 0

of -5 -3 -1 1 1 3 2

times -6 -4 -2 0 0 2 4

di,j = max(

di−1, j + d

di, j−1 + d

di−1, j−1 + sscoresubstitute

delete

insert

)

sscore = 1 if t[i] = s[i], otherwise -1
d (gap penalty) = -1



It was the blurst of times

0 -1 -2 -3 -4 -5 -6

It -1 1 0 -1 -2 -3 -4

was -2 0 2 1 0 -1 -2

the -3 -1 1 3 2 1 0

worst -4 -2 0 2 2 1 0

of -5 -3 -1 1 1 3 2

times -6 -4 -2 0 0 2 4

di,j = max(

di−1, j + d

di, j−1 + d

di−1, j−1 + sscoresubstitute

delete

insert

)

sscore = 1 if t[i] = s[i], otherwise -1
d (gap penalty) = -1



Needleman-Wunsch
• We can think about this as a generalization of Levenshtein distance, with the 

ability to specify costs for individual matches/mismatches (Levenshtein 
“substitutions”)

A G T C

A 1 -1 -2 -3

G -1 1 -2 -3

T -2 -2 1 -3

C -3 -3 -3 1

a an dog times

a 1 0 -1 -1

an 0 1 -1 -1

dog -1 -1 1 -1

times -1 -1 -1 1



Needleman-Wunsch

• Needleman-Wunsch is a global alignment algorithm, finding the optimal 
alignment for the entirety of string a and the entirety of string b. 

• Many applications in text as data involve finding smaller regions of similarity 
within two strings.





Smith-Waterman

• Smith-Waterman alignment addresses this by focusing on local alignment. 

• Two main differences from Needleman-Wunsch: 

• No negative scores.  This enables two regions to be similar even if they 
are preceded by long regions that are not the same (which would 
otherwise have a  strong negative score under NW). 

• Traceback starts with the highest score in matrix, not the bottom/rightmost 
corner, enabling two similar regions to be found anywhere in the strings.



It was the blurst of times

0 0 0 0 0 0 0

It 0 1 0 0 0 0 0

was 0 0 2 1 0 0 0

the 0 0 1 3 2 1 0

worst 0 0 0 2 2 1 0

of 0 0 0 1 1 3 2

times 0 0 0 0 0 2 4

di,j = max(

di−1, j + d

di, j−1 + d

di−1, j−1 + sscoresubstitute

delete

insert

)

sscore = 1 if t[i] = s[i], otherwise -1
d (gap penalty) = -1

0



It was the blurst of times

0 0 0 0 0 0 0

It 0 1 0 0 0 0 0

was 0 0 2 1 0 0 0

the 0 0 1 3 2 1 0

worst 0 0 0 2 2 1 0

of 0 0 0 1 1 3 2

times 0 0 0 0 0 2 4

Traceback: 

• Find the highest score in 
the matrix 

• Follow the source of 
each decision to find the 
best alignment 

• End when a 0 score is 
encountered.



It was the blurst of times

0 0 0 0 0 0 0

It 0 1 0 0 0 0 0

was 0 0 2 1 0 0 0

the 0 0 1 3 2 1 0

worst 0 0 0 2 2 1 0

of 0 0 0 1 1 3 2

times 0 0 0 0 0 2 4

it 0 1 0 0 0 1 3

was 0 0 2 1 0 0 2

the 0 0 1 3 2 1 1

age 0 0 0 2 1 0 0



It was the blurst of times

0 0 0 0 0 0 0

It 0 1 0 0 0 0 0

was 0 0 2 1 0 0 0

the 0 0 1 3 2 1 0

worst 0 0 0 2 2 1 0

of 0 0 0 1 1 3 2

times 0 0 0 0 0 2 4

it 0 1 0 0 0 1 3

was 0 0 2 1 0 0 2

the 0 0 1 3 2 1 1

age 0 0 0 2 1 0 0



It was the blurst of times

0 0 0 0 0 0 0

It 0 1 0 0 0 0 0

was 0 0 2 1 0 0 0

the 0 0 1 3 2 1 0

worst 0 0 0 2 2 1 0

of 0 0 0 1 1 3 2

times 0 0 0 0 0 2 4

it 0 1 0 0 0 1 3

was 0 0 2 1 0 0 2

the 0 0 1 3 2 1 1

age 0 0 0 2 1 0 0

Traceback: 

• Find the highest score in 
the matrix 

• Follow the source of 
each decision to find the 
best alignment 

• End when a 0 score is 
encountered.



Activity

16.sequence_alignment/Smith-Waterman Alignment 

• Run Smith-Waterman alignment on song lyrics to identify instances of 
text reuse within them.


