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Polysemy

the movie is so bad , in fact , that 
it retains that ridiculous tarzan call 
that was so tirelessly mocked in 
last summer's comedy " george of 
the jungle .

the performances are bad . 



Polysemy

bad Of poor quality or little worth.  slang (orig. U.S.). Formidable, good.

sick Suffering from illness of any kind; ill, unwell, 
ailing.

slang (now esp. Skateboarding and 
Surfing). Excellent, impressive; risky.

awesome Inspiring awe; appalling, dreadful, weird. Expressing enthusiastic approval: great, 
excellent, highly impressive; fantastic.

wicked Bad in moral character, disposition, or 
conduct

Excellent, splendid; remarkable. slang (orig. 
U.S.).

Oxford English Dictionary

Sense 1 Sense 2



Word senses

• bank1 = “financial institution” 

• bank2 = “sloping mound” 

• bank3 = “biological repository” 

• bank4 = “building where a bank1 does its business” 

I’m going to the bank




• A word sense is a representation of one aspect of a word’s meaning.

Word senses



• “Serve”

Word senses



• They rarely serve red meat


• He served as U.S. ambassador to 
Norway


• He might have served his time.

Word senses

SLP3



Relationship between senses

• Synonymy/antonymy


• Hypernymy


• Metonymy


• Meronymy



Synonym
• Two senses of different words are synonyms of each other if their meaning is nearly identical*


• Two words are never exactly the same in their meaning, distribution of use, dialect or other 
contexts in which they’re licensed.


• Synonyms can be exchanged for each other without changing the truth conditions of a 
sentence.

couch sofa

filbert hazelnut

car automobile

fair impartial

fair pale



Synonymy

• How big is that plane?

• Would I be flying on a large or small plane?


• Miss Nelson, for instance, became a kind of big sister to Benjamin

• ?Miss Nelson, for instance, became a kind of large sister to Benjamin

Synonymy holds between word senses, not words




love 1
loving 0.74
loves 0.73
lover 0.69

passion 0.69
affection 0.67

loved 0.66
soul 0.64

happiness 0.64
hate 0.64

sorrow 0.63
pity 0.63

yearning 0.63
lovers 0.63

tenderness 0.62
joy 0.62

longing 0.61
adore 0.61

rapture 0.61
goodness 0.6

cosine similarity to “love"

Synonymy



Antonymy
• Two senses of different words are antonyms of each other if their meaning 

is nearly opposite


• All aspects of meaning are nearly identical between antonyms, except one 
(very much like synonyms in this respect)

long short both describe length

big little both describe size

fast slow both describe speed

cold hot both describe temperature

dark light both describe luminescence



Hyponymy
• Sense A is a hyponym of sense B if A is a subclass of B


• Formally, entailment: for entity x, A(x) ⇒ B(x)

hypo = “under”  
(e.g., hypothermia)

hyponym/subordinate hypernym/superordinate

car vehicle

mango fruit

chair furniture

dog mammal

mammal animal



• Hyponymy is generally transitive

hyponym/subordinate hypernym/superordinate

car vehicle

mango fruit

chair furniture

dog mammal

mammal animal

dog animal

Hyponymy hypo = “under”  
(e.g., hypothermia)



Meronymy
• Part-whole relations.  A meronym is a part of a holonym.

meronym holonym

leg chair

wheel car



WordNet

• Lexical database for nouns, verbs and adjectives/adverbs.


• Each word sense is arranged in a synset (category of near-synonyms) 
and each synset is related to others in terms of their sense relations.



Relations



Synsets

synset gloss

mark, grade, score a number or letter indicating quality 

scratch, scrape, scar, mark an indication of damage

bell ringer, bull's eye, mark, home run something that exactly succeeds in 
achieving its goal

chump, fool, gull, mark, patsy, fall guy, 
sucker, soft touch, mug

a person who is gullible and easy to take 
advantage of

mark, stigma, brand, stain a symbol of disgrace or infamy



Synsets

Hypernyms of {chump, fool, gull, mark, patsy, fall guy, sucker, soft touch, mug} synset



WordNet

• WordNet encodes human-judged measures of similarity.  Learn distributed 
representations of words that respect WordNet similarities (Faruqui et al. 
2015)


• By indexing word senses, we can build annotated resources on top of it for 
word sense disambiguation.



Semcor

• Semcor: 200K+ words from Brown corpus tagged with Wordnet senses.

original It urged that the city take steps to remedy this problem

lemma sense It urge1 that the city2 take1 step1 to remedy1 this problem2

synset number It urge2:32:00 that the city1:15:01 take2:41:04 step1:04:02 to remedy2:30:00 this 
problem1:10:00



www.bit.ly/wordnet-serve

• They rarely serve red meat


• Eisenhower served as Supreme Commander of the 
Allied Expeditionary Forces during WWII.


• He might have served his time.

http://www.bit.ly/wordnet-serve


• They rarely serve red meat


• Eisenhower served as Supreme 
Commander of the Allied 
Expeditionary Forces during 
WWII.


• He might have served his time.



WordNet

• WordNet encodes human-judged measures of similarity.  


• Learn distributed representations of words that respect WordNet 
similarities (Faruqui et al. 2015)



x

y

hate adore

love

dislike

detest

We want words that are known 
synonyms to have similar 

representations



Retrofitting
the likes wrong untrue …

4.1 4.2 0.1 0.12

-0.9 -0.7 0.3 0.28

• Start out with pre-trained word 
embeddings from any source.

wrong

untrue

love

like
false

• Define an undirected 
graph from sets of 
synomyms



• Learn new embedding ewrong that is simultaneously close to the original 
embedding êwrong and close to all of its synonyms in WordNet (eflawed euntrue, 
eincorrect,etc).

Retrofitting



Retrofitting

Ψ(Q) =
N

∑
i=1

αi ∥qi − ̂qi∥2 + ∑
(i, j)∈E

βij ∥qi − qj∥2

Distance 
between new 

embedding and 
old one

Distance 
between new 

embedding and 
synonyms

We want to 
minimize this 

function

• Learn new embedding ewrong that is simultaneously close to the original 
embedding êwrong and close to all of its synonyms in WordNet (eflawed euntrue, 
eincorrect,etc).



WordNet

• WordNet encodes human-judged measures of similarity.  Learn distributed 
representations of words that respect WordNet similarities (Faruqui et al. 
2015)


• By indexing word senses, we can build annotated resources on top of it for 
word sense disambiguation.



“All-word” WSD

“Onlyonly1 a relativerelative1 handfulhandful1 of suchsuch0 reportsreport3 was 
receivedreceive2”


• For all content words in a sentence, resolve each token to its sense in an 
fixed sense inventory (e.g., WordNet).



WSD

• Dictionary methods (Lesk)


• Supervised (machine learning)


• Semi-supervised (Bootstrapping)



Dictionary methods

• Predict the sense a given token that has the highest overlap between the 
token’s context and sense’s dictionary gloss.



“The boat washed up on the river bank.”

Dictionary methods



Lesk Algorithm



Lesk Algorithm

• Extension (Basile et al. 2014): measure similarity between gloss g = {g1, 
… gG} and context c = {c1, …, cC} as cosine similarity between sum of 
distributed representations

cos

�
G�

i=1

gi,
C�

i=1

ci

�



Supervised WSD

• We have labeled training data; let’s learn from it.


• Decision trees (Yarowsky 1994)


• Naive Bayes, log-linear classifiers, support vector machines (Zhong 
and Ng 2010)


• Bidirectional LSTM (Raganato et al. 2017)



Supervised WSD

• Pre-processing: part of speech tagging, 
lemmatization, syntactic parsing 
(headwords, dependency relations)


• Collocations (e.g., token 1 word to the left, 1 
word to the right)


• Bag of words: all words within window of n 
tokens

feature

wi-1 = fish

wi-2= fish

wi+1 = fish

wi+2 = fish

word in context = fish

…



Raganato et al. 2017



Huang et al. 2020, “GlossBERT”



Huang et al. 2020, “GlossBERT”

GlossBERT
• Create <sentence, word sense gloss in WordNet> pairs and predict binary 

related/not related



One sense per discourse

• If a word appears multiple times in a document, it’s usually with the same 
sense.  (Gale et al. 1992)


• Articles about financial banks don’t usually talk about river banks.



Ungulate

Equine

Horse

Mammal

Vertebrate

Animal

… Entity

Self-propelled vehicle

Motor vehicle

Car

Wheeled vehicle

Conveyance

Instrumentality

Artifact

… EntityHyponymy



Ciarmita and Altun 2003



Supersense tagging

The station wagons arrived at noon, a long shining line 


that coursed through the west campus.


B-artifact B-motion B-time B-group

B-motion B-location

Noun supersenses (Ciarmita and Altun 2003)

I-artifact

I-location



• Ciarameta and Altun (2006). Trained on data from Semcor (Miller et al. 
1993); Brown corpus annotated with WordNet synset labels


• Token-level predictor – each instance of a word has its own supersense 
tag.


• Maximum-entropy Markov Model (MEMM) trained with averaged 
perceptron. Features for: word token identity, part-of-speech tag, word 
shape, previous label + supersense for most frequent synset for word.


• In-domain accuracy: 77.1 F score (cf. 66 F MFS baseline)

Supersense tagging



Data

• Semcor: 200K+ words tagged with Wordnet senses. 
http://web.eecs.umich.edu/~mihalcea/downloads/semcor/semcor3.0.tar.gz


• WordNet 
https://wordnet.princeton.edu/wordnet/download/

http://web.eecs.umich.edu/~mihalcea/downloads/semcor/semcor3.0.tar.gz


Activity

10.wordnet/ExploreWordNet.ipynb


• Explore the WordNet hierarchy and find all words in a text that belong to 
conceptual category.


