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P(xi ∣ x1, …, xi−1)

Language model
• Language models allow us to calculate the probability of the next word 

conditioned on some context (and different models make different 
assumptions about how much of that context is available).

• Even BERT can be used this way (by masking out the final word in a 
sequence)



Liu et al. 2021
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Thank you for inviting me to your party last week

Thank you [X] me to your party [Y] week [X] for inviting [Y] last [Z]

encoder decoder

T5
• Encoder-decoder model pre-trained on 750GB of English web text by 

masking tokens in the input and predicting sequences of them in the output.



GPT
• Transformer-based causal (left-to-right) language model:

P(x) =
n

∏
i=1

P(xi ∣ x1, …, xi−1)

Model Data

GPT-2 (Radford 
et al. 2019)

Context size: 1024 tokens

117M-1.5B parameters

WebText (45 million outbound links from Reddit 
with 3+ karma); 8 million documents (40GB)

GPT-3 (Brown et 
al. 2020)

Context size: 2048 tokens

125M-175B parameters

Common crawl + WebText + “two internet-based 
books corpora” + Wikipedia (400B tokens, 570GB)



Everything is language modeling

The director of 2001: A Space Odyssey is _____________

The sentiment of “I really hate this movie” is ____________

The French translation of “cheese” is _____________



Brown et al. (2020, “Language Models are Few-Shot Learners” 
https://arxiv.org/pdf/2005.14165.pdf



Textual entailmentCausal reasoning

Question answering
Word sense disambiguation

Brown et al. (2020), “Language Models are Few-Shot Learners”



Prompt engineering

• Manual prompt design: encoding domain knowledge into prompt 
templates that are likely to generate a response in the output space.



Liu et al. 2021



Prompt engineering
• Prompt mining: rather than manually writing prompts, learning high-

performing prompts from input/output pairs in training data (e.g., 
labeled classification/relation extraction examples).

Jiang et al. 2020, “How Can We Know What Language Models Know?”



Prompt engineering
• Prompt paraphrasing: automatically generate paraphrases of a 

manual prompt, and see which ones perform best on evaluation 
data.

Yuan et al. 2021, “BARTSCORE: Evaluating Generated Text as Text Generation”



Prompt engineering
• Prompt optimization: given training data in the form of input/output 

pairs, learn the prompts (and output labels) that maximize the 
probability of that training data.

Shin et al. 2020, “AUTOPROMPT: Eliciting Knowledge from Language Models with Automatically Generated Prompts”



Prompt augmentation
• Providing several examples in the prompt context to illustrate the intended 

behavior.

Answered 
prompts



Answer engineering

X: This movie was amazing.  Y: • positive


• great


• excellent


• fantastic


• amazing



Language models
• Remember that these are all still language models that let us calculate the 

probability of a term (or sequence) conditioned on some context.

P(x) =
n

∏
i=1

P(xi ∣ x1, …, xi−1)



Answer engineering
• For classification with a discrete output space, 


• E.g., classification with output space = {positive, negative, neutral} and input 
prompt “X: This movie was amazing.  Y:”

PGPT−3(wn = positive ∣ w1,…,n−1 = "X: This movie was amazing. Y:")

PGPT−3(wn = negative ∣ w1,…,n−1 = "X: This movie was amazing. Y:")

PGPT−3(wn = neutral ∣ w1,…,n−1 = "X: This movie was amazing. Y:"){argmax



Liu et al. 2021

Answer engineering

• Answer mapping: create a dictionary of allowable generations Z 
(e.g., great, fantastic, amazing, awesome, terrible, bad, horrible) and 
then map them to output labels (great→positive, fantastic→positive, 
terrible→negative, bad→negative, horrible→negative).



Liu et al. 2021

Answer engineering
• Answer paraphrasing: use a thesaurus to construct alternations of 

allowable generations (positive={great, amazing, awesome, good}) 
and calculate the probability of a class as the sum of the probability 
of all elements in the dictionary (Jiang et al. 2020)



Documentation debt
• As Bender et al. 2021 notes, “documentation allows for accountability” 

and it’s often unclear what data these models are trained on (e.g., 
mysterious books1 and books2 corpora).


• When known, training data encodes narrow perspectives — e.g., links 
shared on Reddit; filtering out pages containing words related to sex (as 
C4 does) filters pornography but also positive sex discussions.


• Biases in training data can lead to representational harms  
[Kurita et al. 2019; Hutchinson et al. 2020; Gehman et al. 2020]

Bender et al. 2021, “On the Dangers of Stochastic Parrots: Can Language Models Be Too Big?”



Toxic generation

• Language models like GPT-{1,2,3} 
trained on toxic data (e.g., banned 
subreddits like /r/The_Donald or /r/
WhiteRights) reproduce that toxicity 
in both prompted and unprompted 
generations

Sap et al. (2020), “RealToxicityPrompts: Evaluating Neural Toxic Degeneration in Language Models”



Privacy
• Large language models (e.g,. GPT-3, 

BERT) can memorize training data, which 
is recoverable from it.


• Potential violations of confidential data 
(e.g., GMail messages) and contextual 
integrity (data being published in a way 
that violates a user’s expectations of use).

Carlini et al. (2020), “Extracting Training Data from Large Language Models”



Name cloze

At dawn, I lie in bed for a while, 
watching the sun come up on a 
beautiful morning. It’s Sunday. 
A day off at home. I wonder if 
[MASK] is in the woods yet. 
Usually we devote all of Sunday 
to stocking up for the week.

→ Gale (Collins, Hunger Games)

• Sampled 100 passages from 491 
books that contain a single proper 
name PER entity and no other 
named entities and assess how 
often a model gets it right


• Human performance: 0%


• Majority class (“Mary”) = 0.6%

Chang et al. (2023), “Speak, Memory: An Archaeology of Books Known to ChatGPT/GPT-4” 



GPT-4 ChatGPT BERT Year Author Title
0.98 0.82 0.00 1865  Lewis Carroll Alice's Adventures in Wonderland
0.76 0.43 0.00 1997  J.K. Rowling Harry Potter and the Sorcerer's Stone
0.74 0.29 0.00 1850  Nathaniel Hawthorne The Scarlet Letter
0.72 0.11 0.00 1892  Arthur Conan Doyle The Adventures of Sherlock Holmes
0.70 0.10 0.00 1815  Jane Austen Emma
0.65 0.19 0.00 1823  Mary W. Shelley Frankenstein
0.62 0.13 0.00 1813  Jane Austen  Pride and Prejudice
0.61 0.35 0.00 1884  Mark Twain  Adventures of Huckleberry Finn
0.61 0.30 0.00 1853  Herman Melville  Bartleby, the Scrivener
0.61 0.08 0.00 1897  Bram Stoker  Dracula
0.61 0.18 0.00 1838  Charles Dickens  Oliver Twist
0.59 0.13 0.00 1902  Arthur Conan Doyle  The Hound of the Baskervilles
0.59 0.22 0.00 1851  Herman Melville  Moby Dick; Or, The Whale
0.58 0.35 0.00 1876  Mark Twain  The Adventures of Tom Sawyer



GPT-4 ChatGPT BERT Year Author Title
0.76 0.43 0.00 1997 J.K. Rowling Harry Potter and the Sorcerer's Stone
0.57 0.30 0.00 1949 George Orwell 1984
0.51 0.20 0.01 1954 J.R.R. Tolkien The Fellowship of the Ring
0.49 0.16 0.13 2012 E.L. James Fifty Shades of Grey
0.48 0.14 0.00 2008 Suzanne Collins The Hunger Games
0.43 0.27 0.00 1954 William Golding Lord of the Flies
0.43 0.17 0.00 1979 Douglas Adams The Hitchhiker's Guide to the Galaxy
0.30 0.16 0.00 1959 Chinua Achebe Things Fall Apart
0.28 0.12 0.00 1977 J. R. R. & C. Tolkien The Silmarillion
0.27 0.13 0.00 1953 Ray Bradbury Fahrenheit 451
0.27 0.13 0.00 1996 George R.R. Martin A Game of Thrones
0.26 0.05 0.01 2003 Dan Brown The Da Vinci Code
0.26 0.08 0.00 1965 Frank Herbert Dune
0.25 0.20 0.01 1937 Zora Neale Hurston Their Eyes Were Watching God
0.25 0.14 0.00 1961 Harper Lee To Kill a Mockingbird
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0.76 0.43 0.00 1997 J.K. Rowling Harry Potter and the Sorcerer's Stone
0.57 0.30 0.00 1949 George Orwell 1984
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Aligning Language Models

Lacker (2020), "Giving GPT-3 a Turing Test” (https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html); Brown et al. 
(2020), “Language Models are Few-Shot Learners” (NeurIPS)

Q: How many bonks are in a quoit?

A: There are three bonks in a quoit.


Q: How many rainbows does it take to jump from Hawaii to seventeen?

A: It takes two rainbows to jump from Hawaii to seventeen.


• All of the models we’ve discussed so far (BERT, GPT-*) are optimized to 
predict the probabilities of words—-not to encourage (or discourage) any 
specific kind of behavior.

https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html


Instruct-GPT
• We can encourage specific behaviors by providing 

feedback to the model, in two forms:


• Given a prompt (“How many rainbows does it take 
to jump from Hawaii to seventeen?”), a human 
writes a preferred response (“A rainbow is not a 
unit of measurement.”).  13K prompts/labels.


• Fine-tune a pretrained model (e.g., GPT-3) on that 
supervised data to produce a supervised policy (a 
distribution over words to produce given a model 
state).

https://arxiv.org/pdf/2203.02155.pdf



Instruct-GPT
• We can encourage specific behaviors by 

providing feedback to the model, in two forms:


• Given a prompt and a set of model responses, a 
human ranks those responses from best to worst, 
defining a preference. 33K prompts + 4-9 
outputs per prompt.

• Train a reward model (using reinforcement 
learning) to score an output reflecting those 
learned ranks.

https://arxiv.org/pdf/2203.02155.pdf



ChatGPT



ChatGPT



Chain-of-thought

Wei et al. 2022, "Chain-of-Thought Prompting Elicits Reasoning in Large Language Models"



Rationales

Ling et al. 2017, "Program Induction by Rationale Generation: Learning to Solve and Explain Algebraic Word Problems"



Wei et al. 2022, "Chain-of-Thought 
Prompting Elicits Reasoning in Large 
Language Models"



Chain-of-thought

Wei et al. 2022, "Chain-of-Thought Prompting Elicits Reasoning in Large Language Models"



Instruction-finetuning

Chung et al. 2022, “Scaling Instruction-Finetuned Language Models”

“Flan” = Finetuning language  
models

• Instruction-tune on many 
many tasks with diversity of 
data + problem type 
(1,836)


• With both CoT and non-
CoT



Chung et al. 2022, “Scaling Instruction-Finetuned Language Models”



Chung et al. 2022, “Scaling Instruction-Finetuned Language Models”

Instruction-
finetuning



Chung et al. 2022, “Scaling Instruction-Finetuned Language Models”

Instruction-finetuning



Self-consistency

Wang et al. 2023, "Self-Consistency Improves Chain of Thought Reasoning in Language Models”

• Sample multiple outputs with 
labels + CoT reasoning; 
select the answer with 
majority vote over samples.



Self-consistency

Wang et al. 2023, "Self-Consistency Improves Chain of Thought Reasoning in Language Models”



Self-consistency

Wang et al. 2023, "Self-Consistency Improves Chain of Thought Reasoning in Language Models”





https://tedunderwood.com/2023/03/19/using-gpt-4-to-measure-the-passage-of-time-in-fiction/



• Gilardi et al. (2023), “ChatGPT 
Outperforms Crowd-Workers for 
Text-Annotation Tasks”


• Accuracy of ChatGPT vs. MTurk on 
judging content moderation 
relevance, stance toward §230, 
topic ID, content moderation 
frames, media frames

LLMs for Text-as-Data



Ziems et al. (2023), “Can Large Language Models Transform Computational Social Science?”



Ziems et al. 2023

• LLMs are good on tasks that have lots of evidence in pre-training 
(e.g., sentiment analysis)


• Much worse performance on complex or new tasks that require 
category definitions.


• “Even the best LLMs exhibit unusably low performance on 
[Computational Social Science] tasks”



Activity

• Llama2 
https://replicate.com/meta/llama-2-70b-chat 
https://www.llama2.ai/


• ChatGPT/GPT-4 
http://chat.openai.com


• Bard 
https://bard.google.com

https://replicate.com/meta/llama-2-70b-chat
https://www.llama2.ai/
http://chat.openai.com
https://bard.google.com

