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Contextualized word 
representations

• Big idea: transform the representation of a token in a sentence (e.g., 
from a static word embedding) to be sensitive to its local context in a 
sentence and trainable to be optimized for a specific NLP task.
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Stacked BiRNN trained to predict next 
word in language modeling task

ELMo

Peters et al. 2018

BERT

Transformer-based model to predict masked 
word using bidirectional context + next sentence 
prediction.

Devlin et al. 2019
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BERT

• Transformer-based model (Vaswani et al. 2017) to predict masked word 
using bidirectional context + next sentence prediction. 

• Generates multiple layers of representations for each token sensitive to its 
context of use.



BERT

• Deep layers (12 for BERT base, 24 for BERT large) 

• Large representation sizes (768 per layer) 

• Pretrained on English Wikipedia (2.5B words) and BooksCorpus (800M 
words)



Yosemite has 
brown bears

Go pack go!

We saw a moose 
in Alaska

Da bears lost 
again!



P(xi ∣ x1, …, xi−1)

Language model
• Language models allow us to calculate the probability of the next word 

conditioned on some context (and different models make different 
assumptions about how much of that context is available).

• Even BERT can be used this way (by masking out the final word in a 
sequence)



• As we sample, the words 
we generate form the 
new context we 
condition on

Generating
context1 context2 generated 

word

START START The

START The dog

The dog walked

dog walked in



Unigram model
• the around, she They I blue talking “Don’t to and little come of 

• on fallen used there. young people to Lázaro 

• of the 

• the of of never that ordered don't avoided to complaining.  

• words do had men flung killed gift the one of but thing seen I plate 
Bradley was by small Kingmaker.



Trigram Model
• “I’ll worry about it.” 

• Avenue Great-Grandfather Edgeworth hasn’t gotten there. 

• “If you know what. It was a photograph of seventeenth-century flourishin’ To their 
right hands to the fish who would not care at all. Looking at the clock, ticking away 
like electronic warnings about wonderfully SAT ON FIFTH 

• Democratic Convention in rags soaked and my past life, I managed to wring your 
neck a boss won’t so David Pritchet giggled. 

• He humped an argument but her bare He stood next to Larry, these days it will have 
no trouble Jay Grayer continued to peer around the Germans weren’t going to faint in 
the



https://www.microsoft.com/en-us/research/blog/using-deepspeed-and-megatron-to-train-megatron-turing-nlg-530b-the-
worlds-largest-and-most-powerful-generative-language-model/



https://twitter.com/quasimondo/status/1284509525500989445



Dialogue 
generation



• Language models can directly encode knowledge present in the 
training corpus.

The director of 2001: A Space Odyssey is _____________

LMs as knowledge bases



LMs as knowledge bases

Petroni et al. (2019), "Language Models as Knowledge Bases?” (ACL)

• Language models can directly encode knowledge present in the 
training corpus.



Radford et al. 2019, “Language Models are Unsupervised Multitask Learners” (GPT-2)



Liu et al. 2021
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BERT



Thank you for inviting me to your party last week

Thank you [X] me to your party [Y] week [A] for inviting [B] last [C]

encoder decoder

T5
• Encoder-decoder model pre-trained on 750GB of English web text by 

masking tokens in the input and predicting sequences of them in the output.



GPT
• Transformer-based causal (left-to-right) language model:

P(x) =
n

∏
i=1

P(xi ∣ x1, …, xi−1)

Model Data

GPT-2 (Radford 
et al. 2019)

Context size: 1024 tokens 
117M-1.5B parameters

WebText (45 million outbound links from Reddit 
with 3+ karma); 8 million documents (40GB)

GPT-3 (Brown et 
al. 2020)

Context size: 2048 tokens 
125M-175B parameters

Common crawl + WebText + “two internet-based 
books corpora” + Wikipedia (400B tokens, 570GB)



The dog barked
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• Self-attention for token i at layer j only 
attends to tokens 1 through i at layer j-1



e2,2

The dog barked
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e2,3

The dog barked
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e3,1

The dog barked
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e3,2

The dog barked
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Everything is language modeling

The director of 2001: A Space Odyssey is _____________

The sentiment of “I really hate this movie” is ____________

The French translation of “cheese” is _____________



Brown et al. (2020), “Language Models are Few-Shot Learners” 
https://arxiv.org/pdf/2005.14165.pdf
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Brown et al. (2020), “Language Models are Few-Shot Learners”



Brown et al. (2020), “Language Models are Few-Shot Learners”



Brown et al. (2020), “Language Models are Few-Shot Learners”



Textual entailmentCausal reasoning

Question answering
Word sense disambiguation

Brown et al. (2020), “Language Models are Few-Shot Learners”



Activity

8.lm/PromptDesign_TODO.ipynb


