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How do people come to believe conspiracy theories, and what role does the internet play in this process as
a socio-technical system? We explore these questions by examining online participants in the “chemtrails”
conspiracy, the idea that visible condensation trails behind airliners are deliberately sprayed for nefarious
purposes. We apply Weick’s theory of sensemaking to examine the role of people’s frames (beliefs and
worldviews), as well as the socio-technical contexts (social interactions and technological affordances) for
processing informational cues about the conspiracy. Through an analysis of in-depth interviews with thirteen
believers and seven ex-believers, we find that many people become curious about chemtrails after consuming
rich online media, and they later find welcoming online communities to support shared beliefs and worldviews.
We discuss how the socio-technical context of the internet may inadvertently trap people in a perpetual
state of ambiguity that becomes reinforced through a collective sensemaking process. In addition, we show
how the conspiracy offers a way for believers to express their dissatisfaction with authority, enjoy a sense
of community, and find some entertainment along the way. Finally, we discuss how people’s frames and the
various socio-technical contexts of the internet are important in the sensemaking of debunking evidence, and
how such factors may function in the rejection of conspiratorial beliefs.
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1 INTRODUCTION
Many people believe in conspiracy theories that are inconsistent with conventional views of reality
– like the ideas that the earth is flat, the US government perpetrated the attacks against the United
States in September 2001, and that US public health warnings and stay-at-home orders related to
COVID-19 were part of a conspiracy [19, 29, 84]. In recent years, many conspiracy theories thrive
on internet forums and websites [4, 81]. Some of these conspiracies lead to dangerous actions by
believers, causing great social and political harm to society [5, 64, 82].
Conspiracy theories are claims that attempt, “to explain some event or practice by reference

to the machinations of powerful people, who attempt to conceal their role” [82]. According to
Samory and Mitra, a conspiracy theory usually involves a powerful agent that carries out some
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secret, covert actions on their targets [73]. As the definition shows, conspiracy theories often
deal with incomplete, uncertain, changing, and uncorroborated data. Actively seeking and sharing
information about conspiracy theories are arguably attempts to organize and comprehend the
unknown. In all aspects of life, people “structure the unknown” through the process of sensemaking
[88]. Previous research shows that the internet is now the major site where believers get and
share information about conspiracy theories [81, 84]. We aim to better understand how individuals
use internet tools and systems for individual information-seeking and social interaction when
they engage with a conspiracy theory about chemtrails. How do people come to believe (and stop
believing) a conspiracy theory, and what role does the internet play as a socio-technical system in
the sensemaking process?

We focus on the chemtrails conspiracy as a specific exemplar of a popular, widespread conspiracy
with a significant internet presence. This conspiracy theory focuses on the belief that contrails (the
visible condensation trails behind commercial airplane wings) are deliberately sprayed chemicals
used for secret, nefarious purposes. Despite the lack of corroborated, factual evidence about the
existence of chemtrails, a national poll in 2017 showed that 10% of Americans think the chemtrails
conspiracy is “completely true,” while 20-30% believe it is “somewhat true” [83]. There are a variety
of theories regarding the purpose of chemtrails. Some of the most popular theories include the idea
that chemtrails are for manipulating the weather, deliberate depopulation, or mind control (for a full
review, see [9]). Some believers use the word “chemtrails” interchangeably with “geoengineering,”
which is an active scientific research field focusing on “intentional large-scale manipulation of the
environment, particularly manipulation that is intended to reduce undesired anthropogenic climate
change” [37].

When people try to solve numerous issues of ambiguity at the same time, they often engage in a
process of collective sensemaking [89]. In our research, we examine how the socio-technical aspects
of the internet are important for believers’ collective sensemaking about the chemtrail conspiracy.
We adopt Weick’s sensemaking framework, which considers the frames, cues and context to explain
how people make sense of uncertain information [89]. Weick defines frames as past moments of
socialization, cues as present moments of experiences, and context as “local contingencies” where
people make sense of cues. Thus, people understand cues (such as information about a conspiracy)
in relation to their own frames (prior beliefs and worldviews), within a given context (time, place,
and socio-cultural meaning).
Our first two research questions concern the sensemaking process of how believers adopt the

conspiracy theory. We first examine how people relate different cues to their existing frames such
as beliefs, ideologies and worldviews:

RQ1: How do beliefs and worldviews frame believers’ perception about the chemtrail
conspiracy theory?

Next, we examine how people receive and share informational cues about conspiracy theories in
the context of internet interactions. We pay attention to both the social and the technical aspect
of the online context, and how they collectively influence people’s interpretation of conspiracy
theories:

RQ2: How are the social and technical aspects of internet technologies and platforms
important for believers’ sensemaking about the chemtrail conspiracy theory?

Believers and ex-believers are both important for understanding the wide range of nuanced
opinions and different theories that appear to support a specific conspiracy. However, ex-believers
are also distinctive because they can help us to better understand how and why individuals shift
away from these conspiracy beliefs. Previous research has shown that it is often very hard to
persuade believers in conspiracy theories to change their minds once they adopt the beliefs [28].
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While much has been researched and discussed about ex-believers in religious groups and cults (e.g.,
[77, 90]), very little research exists on how internet technologies, social interactions and beliefs and
worldviews work in the sensemaking process of rejecting prior belief in a conspiracy theory. Thus,
we also investigate a third research question concerning the sensemaking process of becoming an
ex-believer:

RQ3: How are the internet technologies, social interactions, and beliefs and worldviews
important for changing from believer to ex-believer in the chemtrail conspiracy theory?

Through in-depth interviews with 13 chemtrail conspiracy believers 7 ex-believers, we examined
the specific ways that believers and ex-believers seek and make sense of the available online infor-
mation about chemtrails. The chemtrail conspiracy, like other conspiracies, consists of incomplete
and uncorroborated narratives and evidence. The internet becomes a primary site for believers’
collective sensemaking process in order to deal with ambiguity regarding the conspiracy. We find
that the narratives of the chemtrail conspiracy align with believers’ frames (e.g., pre-existing beliefs
and worldviews), and provide answers to their concerns about real-world issues. We show how
believers’ common frames, such as distrust of authority, combined with with the socio-technical
context of the internet can result in a false sense that pro-chemtrail evidence is abundant. We
discuss how believers adopt the chemtrail narratives because they perceive a massive amount of
discussion and support in chemtrail online communities, even though they may not actually think
that any final “proof” yet exists.
Our research also provides insights on the debunking of false conspiracy theories. By under-

standing the sensemaking process of believers and ex-believers, we find that presenting debunking
information alone rarely works: one’s beliefs and worldviews, online social interactions, and the
technological affordances of the internet greatly limit exposure to debunking information. Further-
more, believers explain how they dismiss debunking information before close reading, and even
turn debunking information into evidence in support of chemtrails. We suggest that combating
false conspiracies and other forms of misinformation online requires concerted efforts to increase
exposure to truthful counter-narratives using both technological (i.e., algorithmic recommenda-
tions) and social forces (i.e., encouraging productive discussions and debates outside of closed echo
chambers). In particular, we suggest that a potentially fruitful approach is to nurture more social
translucent platforms, while encouraging trust and understanding between different viewpoints
before conveying counter-evidence.
Historically, the study of how interactive computing systems and the internet facilitate human

sensemaking has been an important line of work in computer-supported cooperative work and
human-computer interaction. In recent years, there has been increased interest in online sense-
making activities that involve, “active, iterative, interaction with massive amounts of information
to distill it into forms that provide insight and support effective action” [63]. Our work adds to
this line of research by examining how people make sense of online conspiracy theories in an
internet landscape rife with massive amount of incomplete and often inconsistent information. By
investigating the technologies and their social uses by individuals who believe (or used to believe)
in a popular conspiracy theory, we aim to provide insights that can help us to be better informed
about how and why conspiracies, misinformation, and even intentional disinformation can spread
on the internet.

2 RELATEDWORK
2.1 Conspiracy Theories on the Internet
Conspiracy theories have been around in human history [84]. In recent years, the internet has
become a primary location where conspiracy theories thrive [4, 81]. But, what happens online does
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not necessarily stay online– sharing and participating in conspiratorial beliefs may lead to serious
consequences in the offline world. The QAnon conspiracy originating from online forums such as
4chan is associated with multiple violent hate crimes and mistrust towards the US government
[2, 27]. In addition, those who primarily rely on social media for news about covid-19 are more likely
to believe that the pandemic is planned and that vaccination is unnecessary [55]. The problems of
how people spread and make sense of conspiracy theories online is now an active and growing
area of research [36, 92].
One line of research examines the spread of conspiracy theories in specific online information

networks. For example, Starbird found an alternative media ecosystem on Twitter that promotes
conspiracy theories about mass shooting events as well as fanatical political beliefs [78]. Others
examine the role of online discourse among conspiracy theorists. For example, Samory and Mitra
conducted a series of studies to categorize the types of conspiratorial statements [73] and the types
of users who consume conspiracy content on Reddit [72].
Another body of research attempts to understand how the internet provides socio-technical

environments that are ripe for conspiratorial information sharing. Bessi et al. found that people
form polarized communities around mainstream scientific and conspiracy news [6]. In addition,
Mitra et al. and Phadke et al. examined how people’s social characteristics (e,g, interaction with
online conspiracy theorists, attitudes towards the government) relate to their conspiracy beliefs
online [56, 61]. Many researchers have examined how conspiracy theories emerge in the collective
sensemaking process online after crisis events [42, 44, 79].

Other research applies a psychological or social psychological lens to the problem of conspiracy
theories and their consequences. Some researchers examine the psychological and social factors that
influence people’s beliefs in conspiracy theories. Many researchers found that belief in conspiracy
theories is largely influenced by people’s predispositions based on their existing beliefs and attitudes,
for example, distrust in authority [10, 16, 56]. In addition, research finds that belief in one conspiracy
theory makes a person more likely to believe in another, and may eventually lead to a broader
conspiratorial worldview [85].

Once beliefs about conspiracies are formed, they can be extremely hard to change [28]. Believers
may reject corrective information, particularly when it threatens their existing worldview and self-
concept [14] or if it might limit their behavioral freedoms [49]. Researchers have examined different
ways to correct false information and counter beliefs in conspiracy theories [33, 57]. Corrective
processes include presenting evidence strategically [23] and applying storytelling techniques [76].
In particular, researchers examined how online platforms can tackle the proliferation of conspiracies
by implementing fact-checking, which refers to the assignment of “truthfulness” values by a third
party, and/or additional evidence to confirm or refute online claims [12, 86, 92].

In recent years, fact-checking has become a common tool on many social media platforms (e.g.,
Google, Facebook and Youtube) [22, 43, 50]. For example, in videos about controversial conspiracy
theories, YouTube attaches a link to the corresponding Wikipedia page. In addition, Facebook
enables users to flag information they consider problematic or false, directs the information to
third-party fact-checkers, and attaches an informational label to disputed information along with
fact-checking articles. Walter et al. conducted a meta-analysis on 30 research studies about fact-
checking and found that in general, fact-checking has a positive effect on the correction of beliefs
[87]. Researchers also examined the effectiveness of different types of fact-checking techniques.
Examples include the presentation of visual rating scales [3], fact-checking from other social media
users [35], and automated fact-checking with machine learning algorithms [32]. Research also
shows how personal traits such as preexisting beliefs, worldviews [28, 49] and political knowledge
and beliefs [87] influence the effectiveness of fact-checking.
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2.2 Sensemaking
Sensemaking is “a process in which individuals develop cognitive maps of their environment” [68].
According to Chater and Loewenstein, sensemaking is a strong human motivation: it is “the desire
to make sense of our immediate experience, our life, and our world” [11]. The sensemaking process
is made most salient when people notice something in the form of a surprise, or something that
“does not fit” [89]. In the human-computer interaction and computer-supported cooperative work
communities, sensemaking has been directly applied to diverse topics such as collaborative web
search [60], idea generation with crowds [91], self-directed learning [7, 62], and other forms of
knowledge creation [13, 63].

There are many theories of how people make sense of information, many of which include three
core elements: a frame that constitutes people’s past experiences, the context where informational
cues are embedded, and the cues that we experience or observe [39, 58, 89]. According to Weick,
sensemaking is the process of fitting informational cues into a frame, which is influenced by the
context where cues are embedded [89]. In this paper, we contextualize our findings using Weick’s
sensemaking theory.
The concept of frame was originally proposed in Goffman’s work, where he defines it as “a

culturally relative system of rules, principles and so on, that are used to organize society and guide
individual behavior” [31]. Klein et al. proposed that frame is a reflection of a person’s compiled
experiences [40]. Together, these experiences may assemble as a frame for a person’s ideology,
worldview, or perceived social norms [89].

Weick explains that context encompasses the “local contingencies” where people make sense
of the information [89]. To him, the context may include the social environment and physical
settings, such as the speaker that conveys the information, the settings in which the information
is conveyed, and the relationship between the speaker and listener. In the online world, context
would include the socially interactive environment as well as the technical infrastructure of online
platforms. Context influences the information extracted from a situation, and how the information
is interpreted [34, 58].
While people interpret informational cues within the frame and context, the cues also shape

the context and frame in return. Klein et al. argue that the process of interpreting cues works
to test, adapt and improve the frame [38]. Weick explains that action is crucial for sensemaking,
because action will change and define the environment the person is in: “there is not some kind of
monolithic, singular, fixed environment that exists detached from and external to these people...they
act, and in doing so create the materials that become the constraints and opportunities they face”
[89].
According to Weick, the outcome of sensemaking is usually a narrative that can connect the

information with the frame to form a coherent story [89]. Thus, the goal of sensemaking is to reach a
functional understanding, which may lead people to choose a plausible narrative instead of pursuing
accurate details. As a result, the sensemaking process tends to be forgiving — people may ignore the
information that does not align with their existing frames and interpret the information and context
in ways that align with their frames. Weick also believes that the tendency to suffice is particularly
salient when people are facing limited data and uncertain environments. However, he argues that
sensemaking of an event is an ongoing process that never stops. As a result, though people may
reach a decision after a sensemaking process, there are opportunities for people to receive new
information that reshapes their decisions. As Weick explains, “it makes good evolutionary sense to
construct an organism that reacts significantly when the world is no longer the way it was.”
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Table 1. List of chemtrail believers and ex-believers

P#1 Source2 Gender Occupation Age Education Location

B1 Reddit Male Quality inspector 30 Undisclosed Belgium
B2 Facebook Male Bicycle mechanic 38 Undisclosed Netherlands
B3 Twitter Male Audiovisual designer 34 High school California
B4 A chemtrail forum Male Office worker 53 Some college Maine
B5 Reddit Male Logistics analyst 20-40 College United States
B6 Discord Male Painter 39 High school Kansas
B7 Reddit Male Telemarketer 24 Some college Oklahoma
B8 Discord Male Steel business 48 Some college Canada
B9 Discord Male General contractor 32 College Washington state
B10 Facebook Female Unemployed 40 College Indiana
B11 Discord Male Meat department 33 High school Indiana
B12 Reddit Male College student 20-30 College New York
B13 Reddit Male Taxi driver 32 High school England
E1 Facebook Male Law enforcement 28 College Florida
E2 Facebook Male Musician 47 College Washington state
E3 Facebook Male Gardener 48 High school England
E4 Facebook Female Teacher 50 College Florida
E5 Facebook Male Automotive technician 29 Some college Canada
E6 Facebook Female Chef 50 Trade school Canada
E7 Facebook Male Property security 55 College England

1 Participant number. “B” refers to chemtrail believer, “E” refers to chemtrail ex-believer.
2 The platform where we recruited participants. To protect the privacy of our participants, we identified the general platform
where we recruited each participant, but not the specific group on any site.

3 METHODS
We use a qualitative design, consisting of in-depth interviews with those who participate in online
groups related to the chemtrail conspiracy. We conducted 20 semi-structured interviews, including
13 with chemtrail believers and 7 with chemtrail ex-believers (see table 1). Thus, all interviewees in
our study currently are, or were, believers in the chemtrail conspiracy. This study was approved by
our Institutional Review Board (IRB). Participants were not compensated.

3.1 Recruitment
Our recruiting strategy was a combination of purposeful and snowball sampling, which involves
non-random sampling of individuals where the processes and experiences of interest are most
likely to be observed [70]. We recruited participants on multiple online conspiracy communities
on Facebook, Reddit, Discord, etc. We identified chemtrail believers through their public posting
histories and later confirmed their beliefs during the conversation. Believing in chemtrails or not
is not a binary decision. Since conspiracy theories are mysterious by nature, many people may
be unsure about certain elements of the chemtrail conspiracy theory (e.g., the conspirators, the
chemical components of chemtrails, the process of spraying, etc.). People may also learn about
different theories of chemtrails, and agree with all or only some of them. We consider respondents
as believers when, for at least one theory, they tell us that it is true or lean toward the possibility
that it is true.
We used the internal message system on each platform to contact potential participants. We

established ourselves as researchers and expressed our interest in learning their views on chemtrails.
We were truthful about our own standpoint. If people asked about our beliefs, we told them we do
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not believe in chemtrails, but have an open mind and would like to learn about their views. After
we interviewed each participant, we asked if they would refer us to other believers 1 .

It was challenging to locate ex-believers through public posts to pro-chemtrail forums, as ex-
believers were not likely to see our requests. After getting agreement from the moderators of
several anti-conspiracy Facebook groups, we published recruiting posts in those groups to find
people who once believed in chemtrails but no longer do. Some ex-believers voluntarily contacted
us from these groups. In addition, anti-chemtrail activists from these groups directly referred us to
specific ex-believers that they had helped to convert.

3.2 Interview Procedure
All interviews took place between August 2018 to January 2019. Eighteen interviews were conducted
through video or voice calls, while two participants (B5, B12) chose to use the private chat of Reddit
or Discord. The interviews lasted around 90 minutes. For all participants, we asked about their
belief-changing trajectories starting from the time they first heard about chemtrails. For believers,
we asked about their trajectories towards believing in chemtrails; for ex-believers, we first asked
their trajectories towards believing, followed by their trajectories for exiting beliefs. In the process,
we tackled the key evidence they found and their underlying rationale in changing their beliefs. We
followed a semi-structured interview format in which we began with a rough list of questions, but
then followed up on things participants said [75]. The beginning part of our interview emphasized
questions about people’s online influences. As participants built rapport with us, they also revealed
how their personal life experiences shaped their beliefs. The researchers then expanded on those
experiences and asked further questions.

3.3 Data Analysis
We transcribed the interview recordings and used Dedoose (https://www.dedoose.com/) to code
the data. We applied interpretative qualitative coding to the data [54]. We began with initial
coding, where we applied short phrases as codes [71]. The first round of coding was done on a
line by line basis so that the codes stayed close to the data. Examples of first-level codes include
“experienced local corruption” and “keep belief to self”. Next, we conducted focused coding by
identifying constantly occurring themes to form high-level descriptions [71]. Some second-level
codes include “distrust of the government” and “online platform usage”. For ex-believers, we analyze
their experiences before exiting beliefs along with the experiences of current believers in our sample.
The coding was done in an iterative process. The first author frequently reviewed the interview
scripts and discussed emerging and evolving themes with the other authors.

After several rounds of initial and focused coding, we applied Weick’s sensemaking framework to
guide our interpretations [89]. We aligned the coding themes with the three key elements inWeick’s
framework: frames (beliefs and worldviews), context (online social interaction and technological
affordances of the internet) and cues (information received and interpreted in these contexts).
Finally, we established, interpreted, and organized the connections between the sensemaking
framework and the coding themes to arrive at our findings.

1Many of our participants feel passionately about this subject, and they were eager to share their beliefs as openly and
honestly as possible for this research. In an unexpected twist, we were contacted by a staff member at our transcription
service who identifies as a chemtrail believer. They told us that they could get fired for contacting us, but they really wanted
to share information about chemtrails with us because this topic is so important. We reported this to our human subjects
office, and did not contact them further since we did not want to reward the violation of confidentiality. Based on advice
from the human subjects office, we chose not to inform their employer. This incident is an indication of just how important
this topic is to some people, and the challenge of openly discussing such beliefs which are popularly considered unfounded
conspiracies.
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3.4 Methodological Limitations
We used convenience and snowball sampling to recruit participants, and recruited on several major
social media platforms. Thus, our sample may not be representative of all online interactions and
discussions related to chemtrails. We asked our interviewees to reflect back on their belief change
process, and it can be hard for people to accurately recall how their beliefs changed over time.

We rely on self-identified believers and ex-believers, so we are not able to reach the people who
do not wish to reveal their beliefs about chemtrails. In addition, our sample did not include any
“conspiracy trolls”– people who do not actually believe, but pretend to believe in online discussion
groups [29]. Finally, we did not interview any chemtrail activists who asked for donations from
followers to support their research on chemtrails or sell products related to chemtrails.

3.5 A Note on Epistemology
It is important to note that conspiracy theories differ in a variety of important ways. First, while
many conspiracy theories are demonstrably false, some conspiracies turn out to be true. Second,
some conspiracy theories incorporate radicalized, anti-normative beliefs and actions that are “in
violation of important social norms” [46], yet many other conspiracies involve a search for truth
without radicalized beliefs or the radicalization of believers. For the purposes of this research, how
do we establish what is or is not true regarding conspiracy theories?
In this work, we build on a “pragmatic realist” notion of reality: the world exists, but is only

knowable by our fallible senses [47]. Additionally, we rely on the idea of the social construction of
knowledge [48]. What most people agree is true at any given moment in time is our best available
attempt at knowledge, and may later be revised based on new information. Within this framework,
each currently popular conspiracy theory could be assigned a probability of being true. We have
chosen chemtrails as a conspiracy which we think is highly unlikely to be deemed true by any
established scientific perspective. Ultimately, questions about how people make sense about what
to believe are of scholarly interest regardless of the verifiable truth of the underlying ideas.

4 MAKING SENSE OF CHEMTRAILS: FRAMING BELIEFS ANDWORLDVIEWS
Our first research question concerns the role of beliefs and worldviews in framing beliefs about
the chemtrail conspiracy theory. In Weick’s sensemaking theory, people understand and interpret
information with frames, which consist of their beliefs and worldviews shaped by their lived
experiences [89]. We found that many believers describe common frames that influence their
sensemaking about the chemtrail conspiracy. The chemtrail conspiracy consists of a detailed
narrative that provides answers to people’s concerns about real-world issues. In the section, we
detail the life experiences, beliefs, and worldviews that believers described before they came across
the chemtrail conspiracy, and how those factors influence their sensemaking process.

4.1 Health and the Pollution
Several participants related chemtrails to their health problems or their concerns about pollution.
Some participants (B4, B10) indicated that they blamed chemtrails as the reason for their health
problem. At the time of our interviews, these individuals were suffering from a number of health
problems. They believed those problems were unusual so they were looking for a possible cause. B4
searched on the internet and found many people with similar symptoms who pointed to chemtrails
as the cause. He thus took notice of the condensation trails in the sky, and found what he believed
was a direct relationship between chemtrails and his symptoms.

J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2021.



Sensemaking and the Chemtrail Conspiracy on the Internet 111:9

“I saw these trails and then about 30 minutes or so later there was the taste of metal. It
was actually a salty metallic taste, really, really strong. Immediately I got a bad headache,
my muscles and joints started hurting.” (B4)

B10 told us that at one time she almost did not survive her ongoing illness. Besides, she has
experienced many deaths around her: “Why are my friends all dead from cancer? Why is my mother
dead at 60? Why?” During a particularly difficult period, she heard about chemtrails on a conspiracy
television series and adopted it as the “real cause” of her diseases.

Some chemtrail believers were concerned about the environment and motivated to stop related
environmental problems. The chemtrail narratives usually describe chemtrails as a form of harmful
substance used for nefarious purposes, thus these individuals think of chemtrails as an extended
form of pollution:

“Chemtrails are probably the largest single source of pollution in the world today that
they will legitimize in the public eye...We’re having animal die-offs and plant die-offs and
insect die-offs, rising free aluminum levels in the soil...you would expect when you see
these types of substances in the atmosphere. ” (B4)

Reflecting back on his beliefs, E5 expressed that he was convinced of chemtrails in the begin-
ning because of the evidence linking them to important environmental issues. He was anti-GMO
(genetically modified organism) at that time, and a Youtube video he watched connected GMOs to
the chemtrail conspiracy. E5 explained how the connection to large and powerful GMO companies
such as Monsanto can convince some people to believe:

“If they [people who watch the video] hear something like that that Monsanto’s behind it
as well, they’re more likely to believe it because it’s something they’re familiar with. It’s
not just some crazy idea that ‘Oh, they’re spraying stuff in the sky.”’

4.2 Distrust of Authority
Many of the broader beliefs and worldviews that we heard about from believers tend to be related
to the idea that the world or the country they belong to is operated under secret, powerful, and
untrustworthy authorities. For these individuals, the chemtrail conspiracy becomes a piece of
supporting evidence for their larger concerns about knowledge and power in society. Importantly,
we find that believers’ distrust towards authority often comes from their past experiences.

Believers’ distrust of the government comes from multiple sources, including their family mem-
bers’ distrust of the government (B6, B10, E6), their disagreement with how the government handles
war (B3, B4, B10), or the perceived corruption they see in the government (B9, B6, B11). B10 de-
scribed how her family suffered during the Vietnam War, and how it affected her beliefs about how
the government uses chemicals:

“Daddy was a Vietnam veteran...and dad got fed Agent Orange. Thankfully, to our
government, they said, ‘Oh, well we know we poisoned you. It’s all good. You fought a
battle for us...and we’re going to go ahead and let you die. Oh, and by the way, your kids
are going to be affected too.’ See, I’ve been sick for a long time. In 2007 I almost died.” (B10)

B9, B6 and B11 claimed that they have witnessed corruption and dysfunction in their local gov-
ernment. Furthermore, believers in our study frequently referred to the corruption and dysfunction
of the government from history:

“There’s an example from the Dugway Proving Grounds...they [the government] were
testing this over populated areas, where people could’ve got hurt. And to me, that just shows
a negligence from the American government, kind of thing, involving aerosol sprayed
from planes.” (B7)
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We found that believers tend to have a general distrust of authority and people with power, but in
our sample, they did not relate the distrust to a particular political party affiliation. The participants
had diverse political beliefs, including three libertarians, three centrists, two conservatives and
eight believers who do not claim to hold any specific political beliefs. Across our interviewees, it
was common to hear that it is the political system that is problematic instead of any particular
political party:

“There’s no difference between the Democrats and the Republicans, it’s just different sides
of the same coin.” (B11)

Some believers extend their distrust of the authority to the mainstream media since they believe
the media is coerced by people in power:

“It’s proven that the news is owned by larger companies...so if anything comes up in the
news, it must mean that someone said, ‘Okay, run this story. Spin it this way.”’ (B3)

We find that the distrust of mainstream media makes many of the believers abandon mainstream
media as a source of information. These believers describe how they turn to social media sites and
online communities outside of the perceived mainstream that better align with their beliefs. Believers
appreciate the freedom of information sharing provided by social media platforms, where they are
able to discuss topics that are not covered by mainstream news organizations:

“They [the conspiracy podcasts] will talk about facts that aren’t really talked about in the
mainstream.” (B6)

However, some believers also think they are gradually losing their freedom to discuss topics
avoided by mainstream news sources on social media. Many believers expressed their distrust
about those online users who share counter-evidence related to the chemtrail conspiracy. Some
told us that people who debunk conspiracy theories are “shills,” or untrustworthy government
agents who spread anti-conspiracy information as a cover-up. They thus further narrow down
their social media choice by abandoning social media or online communities where they frequently
encounter opposing views. For example, B12 talked about how he abandoned Instagram: “I deleted
Instagram...you’re not gonna get real facts given to you. That’s like watching TV and expecting to get
‘news’ without a biased view.”

4.3 Beliefs in Multiple Conspiracy Theories and Conspiratorial Worldview
Beliefs in multiple conspiracies was common among our respondents, as the broader narratives
about chemtrails and other conspiracies are often interrelated. One prominent example involves
HAARP (High frequency active auroral research program), an ionospheric research program led by
the U.S. Air Force [15]. Many chemtrail believers believe that HAARP is itself a conspiracy for the
government to control the weather, and it is therefore linked to chemtrails for this purpose. One
ex-believer explained how belief in one conspiracy can lead to beliefs in other conspiracies that
share the same types of evidence:

“Like in the chemtrails and they’re using it to poison us or make us sick...So if you think
that vaccines are a conspiracy then that’s not too far from that.” (E2)

Interconnected beliefs about the government as well as the beliefs in other conspiracies could
lead to a wider conspiratorial worldview, where people think that the world is operated under a
secret powerful authority that acts for malicious purposes different from what mainstream media
reports. Believers’ pre-existing conspiratorial beliefs and worldviews may allow them to adopt
new conspiracies theories more easily, especially when the new conspiracies are based on similar
narratives or evidence as those they already believe. B11 said, “I’ve had a feeling that things are off
for so long, and some of these conspiracies seem to help draw the lines together, connect the dots.” It
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also helps believers adopt new conspiracy theories more easily without much evidence. E6 reflected
that when she first became aware of chemtrails, her existing conspiratorial worldview gave her an
inclination to believe in the conspiracy theory: “It didn’t take much to convince me. I didn’t need
loads and loads of proof.”

4.4 Religious Beliefs
Religion can also be an important frame in one’s overall worldview and perspective on science,
knowledge and meaning. We found that religious beliefs influenced some of our respondents’
broader beliefs about the world and the role of authorities in important ways. For example, B4 is a
Christian and a believer of chemtrails. He uses words in the Bible as proof of chemtrails:

“There’s a prophecy in Revelation 18:23...it says the powerful merchants of the earth
receive the nations by their sorcery...the word ‘sorcery’ actually comes from the Greek word
‘pharmakeía’ which means to drug or poison. Shortly before the return of Christ...We’re
going through a great poisoning of the population that makes them fatigued, tired, lowers
their IQ.” (B4)

B6 and E2 once had religious beliefs, but told us that they abandoned these views before they
became chemtrail believers. Crucially, they each explained that religion changed the way they
think about the world. B6 traced his basic distrust of authority to a reaction to being taught what
he believed to be falsehoods as part of a religious upbringing. Reflecting on his own experience as
a chemtrail believer, E2 described how religion can act as a catalyst for people’s sensemaking:

“Religious belief makes it easier for you to believe the story about these powerful people
that they control everything and they’re hiding all the information...but they [conspiracy
believers] don’t realize that they’re caught in another mental trap that is actually not too
far off from the religious beliefs. It’s not based on evidence. It’s all based upon faith.” (E2)

5 CONTEXT AND CUES IN TECHNOLOGIES AND SOCIAL INTERACTIONS
Our second research question concerns the importance of socio-technical aspects of internet tech-
nologies in the sensemaking of chemtrails. Weick explains that when people interpret informational
cues, it is important to understand the context where the cues are embedded [89]. In this section,
we show how the internet provides both a technical and social context for observing, sharing,
discussing, and evaluating information. Importantly, we first draw out the technical and social
aspects sequentially, in order to facilitate our discussion of how the social and technical issues are
inextricably intertwined in the sensemaking process. We also present some types of informational
cues that are particularly convincing or attractive to believers.

5.1 Technological Affordances of the Internet
The internet is the major site where believers find information about chemtrails and make sense
of it. We find that the internet is a great amplifier of believers’ existing beliefs as it facilitates
participants to personalize their experiences: it provides great agency for believers to locate and
customize the information they receive. For believers who have a pro-conspiracy frame, or show
interest in conspiracy theory, those personalization mechanisms can drag them into the rabbit hole
of supporting information. Besides, the internet allows multiple media formats, some of which are
particularly attractive and convincing for the believers (e.g., the photos or videos of condensation
trails on the sky). The internet also grants people the mobility to move and share information
across multiple platforms. Those mechanisms concentrate large amounts of conspiracy-related
information and believers in conspiracy communities, and the amounts of people and information
further become their cues for believing in chemtrails. In the section, we detailed how technological
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affordances of the internet provides the context where people explore chemtrails, and how people
make sense of the information cues they find on the internet.

5.1.1 Agency to explore information: search. When participants look for information about chem-
trails, they report frequently using search engines and the search function on various social media
platforms. Such tools provide them agency in locating and selecting information they expect or
want to see. B1 first encountered the conspiracy through a Youtube video. To find more information
about it, he immediately conducted a google search: “I just googled it and I clicked on the first two or
three results.” The information he located was in support of the conspiracy:

“One site was [about] heavy metals in the sky to make global warming faster. And the
other site was weird stories about, that they produce them [chemtrails] to make people
sick.” (B1)

Believers explained that they believe that search enables them to accurately and conveniently
locate the information they need. B10 said, “If you plug it into Google, you can get that [information
about chemtrails] easy.” For some believers, not all information they locate are in support of
chemtrails. However, believers explained how they learned how to manipulate search terms to
get related results that tend to support chemtrails. E7 admitted that he tried and selected certain
keywords to get search results that favor his views: “I didn’t input chemtrails, because if I put that
into Google, it becomes quite derogatory...I’d [instead] search for aerosol injection or solar radiation
management.”

5.1.2 Reinforcing design: recommendation algorithms and subscriptions. When using common
search engines as well as social media platforms, believers receive additional content about chem-
trails through recommendation algorithms. Several believers first encounter the chemtrail con-
spiracy because of a Youtube video recommended to them. B1 reflected on this process while
discussing how he first learned about chemtrails: “You know, you can lose your way on YouTube.
And then I saw something like chemtrails and checked it out.” Believers also indicated that they keep
receiving recommendations of conspiracy theories during their exploration process. Some believers
are aware that they continuously receive information about chemtrails because of recommendation
algorithms:

“I think those platforms are designed to, like, build around your interests, right. So when
you start searching stuff by clicking on stuff they put more and more of that type of thing
in your feed.” (B9)

While believers describe the recommendation of conspiracy videos in a general, descriptive or
neutral way, we also found that ex-believers place some blame on recommendation algorithms for
helping to promote conspiracy related content. For example, one ex-believer (E1) told us, “Unless
you typed in the word ‘debunked,’ it [debunking information] would not show up in your search results.”
Another ex-believer explained how he believes that recommendation systems make it difficult to
even find legitimate counter-narratives:

“You’ll see a thousand videos saying chemtrails are real before you run across more
scientific information...the stuff that’s more popular and gets the most engagement and
comments and stuff, kind of goes to the top of the search engine.” (E2)

In addition to recommendation algorithms, believers’s subscriptions to pro-conspiracy media
channels may also lead to streams of pro-conspiracy informational cues. Believers explained how
they subscribe to multiple media channels such as podcasts, YouTube channels, and Facebook groups
to learn about chemtrails. After subscribing to a media channel, believers passively encounter
more frequent information about chemtrails. B11 admitted that he was not interested in exploring
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chemtrails voluntarily, but he still receives information about it through a podcast and its associated
Discord discussion group.

5.1.3 Attractive media forms: official documents, images and videos. Participants frequently men-
tioned three forms of media that provide essential informational cues about the chemtrail conspiracy:
images, videos, and government documents/patents. Believers explained that these are among the
most convincing types of evidence that proves the existence of chemtrails.

Photographs of condensation trails in the sky are among themost common forms of informational
cues that believers cite in their search for evidence and proof of the conspiracy. There are multiple
theories of the chemtrails conspiracy, but all of them begin with the long-lasting condensation
trails in the sky. With the agency to post information on the internet, many believers said that
they shared pictures or videos of the condensation trail on the sky (sometimes with a flying plane)
in conspiracy groups. E5 reflected that he used to post pictures of the sky on Facebook, “There
were a couple pictures that I had taken of the sky...I was frustrated...It was such a nice clear sky, a nice
sunny day and then there’s these [chemtrails].” Some believers want to know why the condensation
trails don’t disappear immediately but instead last in the sky, so they use the picture as a way of
inquiry. B1 posted a video of condensation trails on Reddit without any explanation or comment
to “see what other people would comment.” There are also believers who think that long-lasting
condensation trails are the solid proofs of the conspiracy. As B12 commented, “Chemtrails have
been the most interesting [conspiracy], because it’s right in front of our face and we still choose to
ignore it.”
Online videos about chemtrails were also among the most frequently mentioned sources of

engaging content and informational cues about chemtrails on the Internet. The videos believers
cite and share is a form of evidence collages [45] that aggregates diverse supporting information
including pictures and videos of condensation trails, statements from whistleblowers and self-
described chemtrail experts. B13 explained that, while there are other forms of documentation and
media, it is most convenient to consume packaged information through videos: “[It] is very easy to
go and have a look at someone’s video...All the information, they’ve bundled it together, sugar coated
it, and made it a really nice and fluffy package.”

In their reflections, ex-believers pointed out that watching videos is a passive way of accepting
information. E3 said, “[Watching conspiracy video] is a lazy man’s way of educating yourselves. We
just sit there and we listen to somebody else telling us something.” E1 thinks that video content is
designed to be manipulative and thus convincing: “It’s just the appeal of the media. It looks good,
it must be true.” In addition, one ex-believer described how videos are effective because they are
surprising and even disturbing:

“I think the best way to break through to someone and to grab their attention is to shock
them. To pray on their emotions and fear and stuff like that.” (E5)

Despite the aforementioned distrust of authority, believers referred to official documents on
government websites, patents or research on geoengineering as strong proof of chemtrails. These
believers explained that such documents show that the authority has the ability to spray chemtrails,
or the tools for spraying chemtrails exist. With the agency to search on the internet and the wide
availability of government document and patents, believers collect them and use them as proof:

“You can check with your local government. All you have to do is see what the United
Nations are doing. If you look under sustainable development, then you can look at weather
modification. If anyone tries to refute weather modification, all you have to do is look up,
you can go to where they have patents for weather modification. That proves the tools
exist.” (B10)
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Table 2. List of internet services and tools participants used to explore the chemtrail conspiracy

Youtube Google Search Facebook Official 1 Discord Reddit Email Twitter
B1 ✗ ✗ ✗

B2 ✗ ✗ ✗ ✗

B3 ✗ ✗ ✗ ✗ ✗

B4 ✗ ✗ ✗

B5 ✗ ✗

B6 ✗ ✗

B7 ✗

B8 ✗ ✗ ✗ ✗

B9 ✗ ✗ ✗ ✗

B10 ✗ ✗ ✗ ✗ ✗ ✗

B11 ✗ ✗ ✗

B12 ✗ ✗ ✗

B13 ✗ ✗ ✗ ✗

E1 ✗

E2 ✗ ✗

E3 ✗ ✗ ✗

E4 ✗ ✗

E5 ✗ ✗

E6 ✗ ✗ ✗ ✗

E7 ✗ ✗ ✗ ✗
1 Government websites and patents.

5.1.4 Repetitive informational cues: cross platform and community sharing. Believers find, share
and receive information across multiple online platforms and communities. For example, B2 is a
moderator of three chemtrail Facebook groups and he talked about how he selected information to
post in the groups: “[I select from] about 20 to 30 YouTube videos...and about 40 to 80 messages on
Facebook.” Given the importance of online platforms for learning about and discussing chemtrails,
we asked participants to list the internet services and tools through which they seek information,
share their beliefs of chemtrails and interact with other users. For descriptive context, Table 2
shows the platforms that participants said that they used frequently to learn about, share or discuss
chemtrails. We do not list the specific names of the online communities to protect participants’
privacy.
According to one ex-believer, the same information may be shared numerous times across

the platforms and communities, thus could be repetitive. E7 reflected, “when I was involved, we
were talking about the same things all the time, all the time, all the time. Really getting nowhere.”
Furthermore, some participants specifically described how chemtrail conspiracies are convincing,
in part, because of the quantity of chemtrail information and the number of believers they see on
various platforms. Other participants think that the chemtrail information they keep receiving
makes them keep pay attention and inquire about the conspiracy.

“When something like this catches this much momentum in multiple communities across
the world, it’s not really localized to a few regions...That makes me lean more in the
direction that this could be very plausible.” (B3)

“I don’t believe everything you read in a meme but...more information makes you curious,
makes you research other places.” (B9)
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5.2 Social Interaction on the Internet
Social interaction is another important way that informational cues are shared and interpreted in
the chemtrail conspiracy. In a social-psychological view, people’s thought, feelings and behaviors
are influenced by the “actual, imagined, or implied presence of others” [1]. Weick argues that
sensemaking is inherently social and retrospective: people make sense by thinking back on their
past, social experiences and discussions with others [89]. In Weick’s words, “people who study
sensemaking pay a lot of attention to talk, discourse and conversation because that is how a
great deal of social contact is mediated” (P41). As we describe below, the internet clearly makes
it easy for people to locate and build connections with others who share similar beliefs, but it
also turns sensemaking about the conspiracy theory into a deeply social, collective process. We
find that believers moderate content and mobilize information all across the web, creating curated
echo chambers [17] where only pro-conspiracy content is allowed and reinforced. In addition, we
show that social approval, group problem-solving, and fun aspects of the community can further
encourage exposure to conspiracy narratives.

5.2.1 Sharing through trusted relationships and alienation from non-believers. Some believers ex-
plained that they first learned information about chemtrails through close ties, such as their local
relatives, friends or partners. Since they learned the idea from people they trust or respect, they
found the arguments and evidence particularly convincing. For example, E5 learned about chem-
trails from his father. He reflected, “I just kind of took his word for it, ’cause you know, he’s my father,
and I do respect most of what he says.”

Of course, not all exposure to conspiracies comes from close relationships. The internet enables
believers to connect with other believers around the world, and outside of their local ties and
acquaintances. The internet tools and platforms help believers build relationships, learn about and
process chemtrail information collectively. Believers described how they develop trust towards
people who share similar views on chemtrails, and sometimes alienate themselves from people
who hold different opinions. This can create a reinforcing social context where they only receive
and discuss pro-chemtrail information.
Believers explained that they like to learn information from people who are trustworthy and

approachable. For some, this may take the form of more formal online presentations and talks
from “experts” in chemtrails. For others, this may take the form of relatable online personalities
regardless of expertise. For example, B6 explained why he likes a particular conspiracy podcast:

“It was just two guys talking about things they’ve read...and that appealed to me, that it
seemed like guys I knew sitting in a room talking about a subject, and not really pushing
an agenda.” (B6)

Our respondents often explained how they rely on a consistent group of people to acquire new
information and to help form a sharing network of like-minded others. For example, B2 described
how he mainly selects information to post from chemtrail activists he already knows: “I’m convinced
they [chemtrail activists] are good at doing investigation.” Similarly, another believer explained how
he chooses information to share:

“There’s...a consistent group of people who will send me private messages with articles
that they feel are important, and then I’ll select ones from there that seem to be credible
and helpful for our cause and I’ll post those.” (B4)

While there are believers who openly share or evangelize their beliefs, others explained that they
do not readily discuss their beliefs about chemtrails with non-believers. B5 explained that he knows
the truth but he doesn’t want to waste time convincing others. Some believers are aware that other
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people may judge their beliefs. For example, an ex-believer reflected about how he refrained from
talking about chemtrails after negative reactions from his friends:

“It’d be a normal conversation about work...and I’d bring up the chemtrail stuff, and it
would immediately, like crickets. Silence. And it’s really embarrassing.” (E7)

As we discussed earlier, some believers think that people who try to debunk chemtrails are “shills”
who are (or are hired by) government agents to cover the conspiracy. Thus they are quite defensive
to people who try to debunk, and avoid information that is anti-chemtrails. E1 reflected, “I’d post
my own comments, respond to [debunkers], ‘no you government shill this is real.”’

5.2.2 Refining informational cues: content moderation. Many of the public social interactions
between believers happen in moderated online platforms or systems. In these environments,
the volunteer moderators or administrators decide what conversations, discussion, or content is
considered appropriate for that particular forum, channel, or other online venue. Moderators or
regulators are always chemtrails believers, thus the content others see in the chemtrail communities
reflects the moderators’ beliefs about what is relevant or not regarding chemtrails. As with any
controversial topic, of course, the diversity of opinions varies. B6 moderates a Discord group and
he believes that no one has a definite answer to conspiracies: “Nobody knows anything for certain,
and it’s okay to have your opinion, but show me proof before you go saying, ‘This is fact.”’

Some online forums have particularly strong restrictions on topics and content. B4 is an adminis-
trator of a pro-chemtrail Facebook group and he has listed out internal rules for the six moderators
to select content. Anti-chemtrail information is “the very top thing” (B4) that the group does not
allow; furthermore, he detailed the chemtrail theories that are acceptable or not acceptable. B4
explained the rationale behind choosing chemtrail theories: “It’s about including the largest number
of people and educating them without going into subjects that are so far out that it would turn off
the public.” For example, in his group it is acceptable to say that chemtrails are for the purpose
of weather control or depopulation, but it is not acceptable to state that chemtrails are used to
re-engineer the atmosphere for aliens.
In addition to self-organized moderation, some large online platforms also have commercial

content moderators to regulate content [69]. None of our respondents experienced explicit deletions
or bans from online platforms for sharing pro-chemtrail content, though some ex-believers in
our study blame online platforms for insufficient moderation of conspiracy related information.
In particular, there exists a kind of assumed legitimacy for content that is not removed from
the platform, even if the content is not verified or substantiated with further evidence. As one
ex-believer explains:

“Anybody can upload a video on YouTube proposing some sort of idea of claim and if it’s
believable...they might not have any sort of credentials to be making these claims ’cause
it’s just a free platform that anyone can use.” (E5)

5.2.3 Social incentives to participate: uniqueness, social approval and entertainment. In the pursuit
of making sense of information and rationalizing their beliefs, the social context of conspiracy
communities can provide believers with a sense of uniqueness, social approval and entertainment.
These social incentives to participate are important because they attract and retain believers, who
are then further exposed to conspiracy narratives and information.
Believers expressed that understanding conspiracies made them feel unique in the world. The

chemtrail conspiracy, similar to other conspiracies, includes mysteries and secrets such as hidden
evidence, alternate explanations from official stories, and other types of insider knowledge that
is only known by believers. Respondents expressed how this kind of unique, special knowledge
attract them to explore the conspiracy. B2 thought of himself as a targeted individual who was
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chosen for this special knowledge: “I think somebody is pulling on the strings. Somebody wanted
me to go this way, into geoengineering, chemtrails and other so-called conspiracies.” An ex-believer
reflected that the sense of uniqueness was a strong incentive for her to participate in the conspiracy
community:

“I grew up believing that I knew things that other people didn’t know, which is what all
conspiracy theorists believe...[that] they’re in this little club of very lucky people.” (E6)

Online conspiracy communities can provide a sense of social belonging with like-minded others,
especially since many of the discussions are not part of mainstream knowledge or beliefs. In fact,
many of the believers in our study indicated that they receive disapproval from their family or
friends. As a result, the online conspiracy community is one of the only places where believers
talk about and find acceptance for their shared beliefs about chemtrails. In addition, we find that
believers may first come together because of their common interest in conspiracy theories, but then
gradually develop friendships through broader topics. According to B3, he and other believers in a
conspiracy community on Discord share advice for work and business, play online games together,
and sometimes meet offline to “drink whisky and booze and play poker all night.” The fact that
many believers share broader interest can deepen their sense of connectedness and solidarity with
one another, and make them stay in the conspiracy communities:

“I care pretty deeply for some of these people, because I sympathize with the way they
live their lives and what they think...It’s a support community. It’s good vibes.” (B6)

Finally, people may enjoy exploration of conspiracies, including chemtrails, in part because
participation feeds their natural curiosity and they find it entertaining and fun. For some, the
conspiracy can be exhausting if they feel that the answers they seek are never fully realized. Despite
some of these frustrations, the “fun” of the conspiracy itself and keeping up with the community is
itself a form of entertainment:

“It gets tiresome because the answers never really come. But I don’t know, I’d say it’s more
a source of entertainment than anything at this point for me personally.” (B6)

For others, they explained how they enjoy exploring the various ideas, even if they have not
fully adopted any conspiracy theories:

“Honestly, I don’t actually believe any conspiracy theories 100%, it’s more just I like, I
look at it as a form of media, or just a form of entertainment.” (B11)

The social incentives to feel unique, receive approval from others, and find fun in the social
exploration of the conspiracy are important for keeping individuals engaged with the chemtrail
narratives. Though some individuals start with onlymild curiosity and a sense of fun, they eventually
become exposed to more convincing conspiratorial narratives. One believer described how he was
initially pursuing his own interests and curiosity about geoengineering after reading an article in
National Geographic magazine. He then told us that he found it fun to help organize and coordinate
inside the communities. His ongoing exposure to the conspiracy communities eventually led to his
adoption of related conspiratorial narratives about the chemtrail conspiracy:

“There were so many groups on Facebook, who were basically saying that it was nothing
to do with climate engineering [geoengineering]...but it was purely a program which was
linked Agenda 21 [a chemtrail related conspiracy]...the more I read about this, the more I
was inclined [to believe] their narrative.” (E7)

6 BREAKING BELIEFS
Our third and final research question examines how the sensemaking process is important for
changing one’s beliefs and choosing to abandon the conspiracy. In this section, we discuss the
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challenges to belief that ex-believers describe in their sensemaking process about the chemtrail
conspiracy. Across our interviews, there is no dominant reason that individuals choose to exit the
conspiracy. However, we find that aspects of one’s worldviews, beliefs, as well as the socio-technical
context of online conspiracy groups can each play important roles in the process of exiting beliefs.

6.1 Cracks in the Frame: Challenges to Beliefs and Worldviews
When a concept such as chemtrails aligns with people’s pre-existing beliefs or worldviews, they
may understandably lean towards believing it regardless of the evidence. However, when some
believers learn more about the fundamental aspects of the conspiracy, the narratives can also
challenge their pre-existing beliefs or worldviews. For example, E5 reflected that he was at first
convinced of the theory of chemtrails when he heard that they were used to combat climate change.
However, he became skeptical of chemtrails when he heard claims that, in his estimation, were
too far fetched: “[From the climate change theory] then it goes, everything from like a kind of a mass
genocide or sterilization of the population.” This same individual also mentioned how those different
conspiracy narratives contradict one another: “They [the contradicting ideas] can’t all be true...There’s
not a lot of evidence being presented to lead you one way or another, so that really made me question
what I was believing in.” He then started to reach out to debunkers himself and searched on the
internet to find counter-narratives, and ultimately he changed his beliefs about the conspiracy.
When there are changes in one’s worldviews or broader beliefs, it may also challenge the way

they frame and understand conspiratorial beliefs. For E1, his change in religious belief was directly
related to his change in beliefs about conspiracies. During college, he researched the history of
his religious beliefs and became skeptical of specific claims: “Once I realized my religious beliefs
regarding church history weren’t true I started to question everything else.” His change in religious
beliefs therefore became a starting point of his skepticism of conspiratorial beliefs. He told us
that he was finally converted to non-conspiratorial beliefs after a college professor persuasively
debunked a conspiracy he once believed.
Earlier, we discussed how belief in one conspiracy theory may result in a wider conspiratorial

worldview. This also can create inroads for challenging one’s framing of conspiracies: when one
conspiracy theory is debunked, it may result in the collapse of a whole series of conspiracies. All ex-
believers we interviewed started to question other conspiracies they believed after they dismissed
one conspiracy. For some of these individuals, chemtrails were the first to be debunked; for others, a
different conspiracy was debunked but led to reconsiderations about chemtrails. Some ex-believers
told us that once they dismissed the first conspiracy, they started to search for counter-narratives
of conspiracy theories on the internet. This act of actively seeking debunking information quickly
led them to confront inconsistencies in the conspiracies they once believed. As one ex-believer
described:

“It would be as simple as googling ‘conspiracy debunked’...and once I got to 70 out of the
100 conspiracy theories I believed in, I pretty much gave up, saying, ‘okay, I’m not even
gonna bother researching the other ones, they’re probably bullshit too.”’ (E1)

6.2 Questioning Cues: Socio-technical Context of the Internet
In prior sections we discussed how the design of internet platforms and systems can encourage the
formation of echo chambers, where believers share beliefs only in a trusted network and are largely
alienated from the views of non-believers. Additionally, believers tend to receive pro-conspiracy
information because of recommendation algorithms and media subscriptions, and they rarely come
across anti-conspiracy information due to heavy moderation of content. As we detail below, the
catalyst for breaking beliefs is exposure to anti-conspiracy information, but the social context in
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which this information is presented is equally important. Ex-believers explained the importance of
believability, tone, and social relationships with those who provide counter-narratives. In addition,
the declining value of social interaction and other forms of entertainment also contribute to attrition
from online conspiracy groups.
We found evidence that some particularly attractive debunking videos help believers question

or even alter their beliefs. E6 used to dismiss “chemtrail debunking” content, but she accidentally
clicked a video that she thought at first was pro-chemtrail but was actually anti-chemtrail. E6
explained that the video was composed in an attractive manner, so she did not stop watching after
she found out it was anti-chemtrail: “His [the speaker’s] voice makes you wanna listen to what he’s
saying, you know? Speaks slowly, and he articulates very well...[after watching the video], I became
an avid skeptic.” Furthermore, E5 mentioned that debunking videos facilitated his conversion to
non-conspiratorial beliefs after he became skeptical about chemtrails.

Earlier, we discussed how some believers are hostile to online strangers who debunk their beliefs.
When debunking evidence is from a community or people they care about, however, there is a
chance for them to review their beliefs and change their mind due to social pressures and concerns.
E2 was initially skeptical of chemtrails so he kept silent, but when he saw a photo of “chemtrail
equipment” on a plane, he thought that he had found the solid proof and shared his belief on his
Facebook timeline for the first time. However, one of his Facebook friends pointed out the fallacy
in the narratives with a link to the evidence that the chemtrail equipment was “ballast barrels,” a
common equipment on the airplanes. This ex-believer described the embarrassment he felt after
he checked the evidence: “Well I probably didn’t want to believe him initially...knowing that I was
shown that I had put up false information, it was embarrassment. Because I’m not trying to spread
false information...I was like I got tricked” (E2). Along with a few other key points of reflection, he
changed his beliefs about the legitimacy of the chemtrail conspiracy.

E3 and E1 told us that they were defensive about debunkers and debunking information online.
However, they were ultimately persuaded by people they trust and care about. E3 mentioned his
beliefs in chemtrails with one of his close friends, and his friend debunked the belief. He explained
why he believed the words of his friend: “When it came to [my friend], it was different than those
other people who are anti-chemtrails. Because [my friend] was somebody I knew personally for many
years...he’s a bit like a big brother.” Similarly, E1 described how he was listening to his college
professor in a class, and the professor debunked one of the conspiracy theories he believed, the
New World Order. Even though E1 used to defend his beliefs against debunkers on the internet, he
believed in the information shared by his professor: “I felt I had a good relationship with my professor,
she was very educated and very engaging and also being respectful also helps.” As we discussed earlier
in 6.1, this combined with his change in religious beliefs became critical turning points for E1 to
further abandon his beliefs in other conspiracy theories including chemtrails.
Ex-believers also explained that when the online debunkers communicated with friendliness

and understanding, there was a chance for them to change their beliefs. After E5 became skeptical
of chemtrails, he reached out to a debunker Facebook group. He reflected how the debunkers
persuaded him this way:

“They wanna be as welcoming and as friendly as they can and actually answer all of the
questions that people have to throw at them. Because they know that it’s easy to believe
in something like this, even for people that maybe are intelligent or well off. It’s not just
people with mental illnesses and crazy people that believe in these theories.” (E5)

Through our interviews, we learned that anti-chemtrails activists deliberately created opportuni-
ties in online platforms for believers to expose their beliefs for the purpose of starting a conversation.
When E4 was a believer, she entered an anti-chemtrail group by mistake. The group she joined had
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an identical name with a pro-chemtrail group she actually wished to join. When she requested to
join, she was asked to answer several questions regarding her beliefs on chemtrails. After being
admitted into the group, she was immediately tagged in a welcome post by a moderator, and
the group members started a conversation with her to inquire and challenge her beliefs about
chemtrails:

“[One debunker] listed out these bullet points of different things and he said I’ll be glad to
discuss any of them. So I read through the information, I did have some questions and he
answered them factually...It made sense like I was saying, why would somebody spray
their own family with harmful chemicals? How is it even possible?” (E4)

Having the many debunkers presenting debunking evidence at the same time was “a little bit
overwhelming” for E4. However, she also appreciated the friendliness and approachability of some
debunkers: “There were people willing to talk to me very very sensibly.”
We have seen that the entertainment value of conspiracies can help believers dwell in these

communities out of fun and curiosity. Yet, we heard from some ex-believers that when the enter-
tainment value of the conspiracy community begins to wane, it can also affect one’s beliefs in the
conspiracy itself. For example, earlier we discussed how one individual (E7) said that he originally
got into this conspiracy because of his curiosity, but then found entertainment and social value in
his coordination efforts. This individual used to be a chemtrails activist, but became tired of his
role. He described his frustration with the workload and how the work specifically became less
entertaining and less fun. For this believer, his commitment to the conspiracy was strongly tied to
his enjoyment of his role in the conspiracy community:

“Everybody was asking me questions about this [chemtrails]...it’s a big vicious circle,and
every day I’d receive literally dozens of emails, hundreds, and hundreds of messages with
people asking questions...I think because it had started to be all-consuming, and it was
affecting everything around me. My family life, my friends, everything else...I thought,
‘Well, this is ridiculous. This is taking my life. Let’s try, and see if this is fact...Well,hang
on a minute. Let’s do some research into why it happens.”’ (E7)

E7 then reached out to anti-chemtrails groups to learn debunking evidence, and ultimately
stopped believing in chemtrails. His change of mind came after a decade of identifying as a believer.

7 COLLECTIVE SENSEMAKING AND AMBIGUITY IN THE CHEMTRAIL
CONSPIRACY

One of the great promises of the internet is that it could democratize information access and provide
the ability to explore massive amounts of information and share beliefs and experiences with others
[59]. The rise of social media platforms explodes the magnitude of instant information sharing
to a global scale. The velocity and range of online information sharing online has been credited
with many positive social developments and outcomes, including civic involvement [67], providing
better access to health information among youth [80], and connecting geographically dispersed
families and friends [66].

However, the real and perceived scale of online social interaction can, “exacerbate the influence
of the cognitive processes involved in the endorsement of conspiracy theories” [41]. The internet,
for all its positive affordances, becomes far more than simply another channel for the diffusion of
conspiracy theories. The internet presents a social context that facilitates the implicit endorsement
of conspiracy theories [36]. As one of the believers in our study phrased it, finding so much
perceived online support for the same conspiracy helps to affirm that, “I’m not the only one” (B2).

In our research, we find that the internet becomes one of the major sites for people’s collective
sensemaking about the ambiguous information of conspiracy theories. Conspiracy theories present
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a puzzle, with mysteries to solve in a sea of ambiguous information. However, the socio-technical
context of the internet may inadvertently trap people in a perpetual state of ambiguity. Individuals
may search in vain for a final unveiling of the “truth” about chemtrails. The social dynamics and
technical affordances of online environments can reinforce a sense of abundance and collective
agreement about pro-chemtrail information, and this perceived abundance of evidence then becomes
the supporting validation of chemtrails.

7.1 Ambiguity in the Chemtrail Conspiracy
To make sense of conspiracy theories, individuals must wrestle with various sources of ambiguity.
According to McCaskey, ambiguous situations are characterized by phenomena such as multiple and
conflicting interpretations, unreliable information, and reliance on personal values to make sense
of a situation [51]. There are multiple conspiracy theories about chemtrails, and they each raise
different ambiguities. In the theories participants share with us, there are often missing components:
who are the conspirators, what is the true purpose of chemtrails, what are the specific chemicals,
and so on. Believers constantly make decisions about whether to believe the informational cues
they watch, hear, or read on the internet.
Weick argues that ambiguity in sensemaking indicates that “the assumptions necessary for

rational decision making are not met” (P92). Weick believes that people tend to turn ambiguous
sensemaking into a collective, social process. It involves issues that “need to be hammered out
through subjective opinions, because no one has the foggiest idea what objective data, if any, are
relevant” (P99). In our research, we find that the internet becomes one of the major sites for people’s
collective sensemaking about ambiguity.

7.2 Collective Sensemaking and a False Sense of Information Diversity
We find that believers think that they are exposed to large amounts of supporting information
from reliable sources on the internet. However, our interviews reveal online environments that are
far less homogenous and unified than some believers may first realize. People’s past beliefs and
worldviews, technological affordances as well as the social process can collectively create a false
sense of information abundance and thriving community.
Whether intentional or not, recommendation algorithms and subscription mechanisms con-

centrate pro-conspiracy information for believers at the expense of balanced discourse. With the
convenience to easily share information, along with believers’ dedication to filter pro-conspiracy
cues and advocate their beliefs, the same uncorroborated piece of information may appear substan-
tiated and meaningful as it appears all across the internet. Additionally, there is often no direct
supporting evidence of chemtrails in this collective sensemaking process. As a result, respondents
indicate that they use a wide range of information to reduce ambiguity and to better align with
their existing frames. For example, believers expressed the importance of informational cues in-
cluding news on strange weather such as tornadoes, alignments with other conspiracy theories,
and negative news about the government.

Our research also shows that some believers hope to find social belonging or get some entertain-
ment value from their participation in conspiracy communities, even if they do not necessarily
believe different aspects of the conspiracy. Such findings suggest that the magnitude of the active
believer community may actually be far less than what people see when they first participate or
join these online forums and groups. However, this false sense of collective participation may lead
even more people to become aware or interested in the conspiracy. In this way, online conspiracy
communities can become self-reinforcing: people participate because it is mostly entertaining
or fun, yet the presence of an active community lends credence to the belief that there must be
something important going on.
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7.3 Trapped in Ambiguity
As with most complex and ambiguous problems, an abundance of information does not necessarily
equal more knowledge or truth. As Weick argues, “the problem in ambiguity is not that the real
world is imperfectly understood and that more information will remedy that. The problem is that
information may not resolve misunderstandings” [89]. With the abundance of information sharing
in online conspiracy communities, believers told us that they still find it hard to make sense of
what leads to the long-lasting condensation trails in the sky. As we saw throughout our interviews,
many believers become frustrated by the fact that a final unveiling and proof of the “truth” behind
chemtrails never seems to occur.

There is psychological evidence that conspiracy beliefs do not really fulfill people’s initial desire
to find factual "truth" — conspiracies are more appealing than satisfying [18]. However, many
believers still gain much from the group sensemaking process when it can fulfill purposes other than
finding clarity in the presence of ambiguity, or solving other problems in life. For those believers,
their main concern may not be to strengthen sensemaking with more accurate, factual evidence.
Instead, they take the conspiracy theory as a medium to socially express their dissatisfaction with
reality, find a sense of community with like-minded others, and perhaps even find some welcome
entertainment along the way.

Even if some believers are convinced that the evidence they acquire is sufficient for drawing out
a consistent theory of chemtrails, there may not be enough details or concrete forms of evidence
to grant actions to take. For example, some believers may think chemtrails caused their health
problems or that depopulation is happening in their communities. Yet, they may become trapped in
the conspiracy sensemaking and advocacy process, unable to directly address their core problems.
Melley describes a core fear among conspiracy believers as “agency panic,” which is the anxiety
about a loss of autonomy or self-control to powerful authorities [53]. As we learned from our
respondents, many chemtrail believers are motivated by regaining control: they have genuine
concerns about authority, science, the environment, health and a range of other important issues.
However, believers do not have the chance to effect change in chemtrails, beyond collecting and
sharing information on or off the internet.

8 THE SOCIO-TECHNICAL PROBLEM OF EXITING CONSPIRACY BELIEFS
How do conspiracy believers change their minds and stop believing in conspiracy theories? Our
research demonstrates the process of exiting belief among seven ex-believers. Though they follow
different paths, a key similarity in their belief-changing process is the exposure to counter-narratives
that made a significant impact on their beliefs. However, the contexts in which these individuals
learned about counter-narratives were different in important ways that we detail below.
Current research on debunking false conspiracy theories and misinformation emphasizes the

importance of exposure to counter-narratives. As discussed earlier in this paper, there are many
different techniques for online fact-checking, which is often about assigning “truth” to online
claims along with relevant data and documents from verified, corroborated, or credible sources
[12, 86, 92]. To date, there are significant (and growing) numbers of fact-checking websites on the
internet [32]. Sometimes online platforms get involved in fact-checking by deploying mechanisms
to establish truthfulness [22, 50]. In other cases, individual users directly provide counter-evidence
when interacting with other users, or help platforms identify problematic content [22].

Although debunking information cues are essential in changing conspiracy believers’ beliefs,
our findings suggest that it doesn’t work alone in order to be effective. Through examining our
first and second research question on how beliefs, worldviews, social interaction and technical
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affordances influence the sensemaking process, we find that fact-checking can be challenged or
completely negated by the reinforcing force of these factors.

As discussed above, believers tend to locate in echo chambers where pro-conspiracy information
is concentrated and debunking information is eliminated. Research also shows that debunking
evidence primarily circulates in “pro-science” instead of “pro-conspiracy” communities [6]. Even
when our interviewees are aware of some debunking information, they indicate that they adopt
the chemtrail conspiracy because of the sheer amount of pro-conspiracy information that they
perceive compared to anti-conspiracy information. As a result, the views and counter-evidence of
debunkers might not be convincing in the presence of overwhelming amounts of pro-conspiracy
information and narratives. While some individual debunkers try to locate and talk with believ-
ers, our research shows that some believers choose to stay silent about their beliefs outside the
conspiracy communities in order to avoid conversations with non-believers.
Our interviews also show how believers’ frames may lead them to dismiss fact-checking in-

formation without close interpretation. In experimental settings, researchers often examine the
effectiveness of fact-checking after participants fully read and interpret it [3, 32, 35]. However, our
research shows that believers may quickly dismiss fact-checking information on social media as
soon as they recognize the information is anti-chemtrails. Furthermore, some believers told us
that they think such information comes from “shills,” who are the government agents who try to
cover up the conspiracy theory, which turns the debunking information into evidence in support
of conspiracy theories. This admission by our interviewees is consistent with the predictions of
cognitive dissonance, where individuals dismiss, downplay, or ignore counter-evidence as a way to
reduce the cognitive strain of inconsistent information [25].

8.1 Changing Beliefs: Insights from Ex-believers
Many conspiracy theories, including the chemtrail conspiracy in the present study, involve signifi-
cant amounts of misinformation and uncorroborated evidence that is not consistent with science.
If presenting counter-evidence alone is not effective at challenging misinformation, how can be-
lievers reconsider (or even change) their beliefs? Given the responses of ex-believers, we suggest
that the context in which counter-evidence is conveyed plays an especially important role in the
sensemaking process.
In the process of exiting beliefs, we found that several believers were primarily persuaded by

people they trust, or with whom they already have close relationships. For example, E1 trusted
and respected his college professor, and E2 was convinced by his close friend. In the online world,
debunkers can also work to build trust and show friendliness to believers, which was a critical part
of the belief-changing process for two ex-believers in our study (E4, E5).

Additionally, some ex-believers (e.g., E6 and E4) explained how their changes in belief relied on
deception. Both ex-believers were tricked into watching a debunking video or joining a Facebook
group thinking they were supportive of their existing beliefs when they were not. In particular, E6
explained that she used to dismiss counter-evidence directly. With her guard down, not realizing
she was watching an anti-conspiracy video, she reported feeling more open-minded to the counter-
narratives. The unexpectedness of confronting one’s beliefs can be more effective, as the believer is
not primed to dismiss or ignore counter-evidence.

We want to note that though the ex-believers in our study were able to get exposure to and make
sense of counter-narratives, these opportunities appear somewhat exceptional. First, we cannot be
sure when an algorithm will recommend a debunking video to a believer, or when the believers will
enter a debunker Facebook group and confront conflicting evidence for the first time. In fact, nearly
all of the ex-believers in our study said that they usually do not come across counter-narratives
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unless they actively search by themselves. In addition, ex-believers explained how the nuances of
their own social and technical context provide a new opportunity to listen to counter-evidence.

9 IMPLICATIONS
Overall, a key takeaway is that combating false conspiracies and other forms of misinformation
online requires concerted efforts to increase exposure to truthful counter-narratives using both
social (i.e., encouraging productive discussions and debates among trustworthy individuals), and
technological considerations (i.e., reducing opacity in algorithmic recommendations). It is essential
that we consider all of these social and technical factors holistically if we hope to address this
challenging socio-technical problem.

It is well understood that internet can be a host to echo chambers, where individuals form niche
communities where they only search for, share, or consume information that reinforces pre-existing
beliefs [65]. The break from pro-conspiracy echo chambers may require purposeful efforts to allow
silent believers to reveal beliefs, or recommendation algorithms to suggest anti-conspiracy videos.
Addressing believers’ defensiveness may require building trust and understanding with debunkers,
or being “surprised” by counter-evidence they thought was pro-conspiracy.

One fruitful approach to productively challenge beliefs may be to build understanding and trust
before conveying counter-evidence. While this is no small challenge, a growing body of social
psychological research shows that people are more likely to be convinced to change their mind
(e.g., from denying climate change to believing in it) if an appeal is made to the deniers’ own values,
such as framing pro-environmental change as patriotic [26] or positioning a political disagreement
in terms of one’s moral values [24]. There is ample opportunity to help people find and employ
these common values in online communities.

Another important way to address the reinforcement of conspiracy theories in online communi-
ties is to actively work to enhance the social translucence of the online platforms that host these
interactions. As Erickson and Kellogg argue, the key characteristics of socially translucent systems
are visibility, awareness, and accountability [21]. Our findings show that believers often have little
awareness about the existence of their own echo chambers within online conspiracy groups. Many
socially translucent systems primarily focus on the visibility of online social relationships, such
as visualizing social networks and online social groups. Additionally, McDonald, Gokham and
Zachry explain that we should also make visible the informational processes and interpretations of
online systems (e.g., algorithms) [52]. As such, the development and implementation of socially
translucent systems is a socio-technical solution to the socio-technical problem of information
ambiguity and the proliferation of conspiracy theories online.

There is likely no single design solution that would bring equal social translucence to all platforms.
But, there are numerous ways to reduce ambiguity and bring more clarity to social relationships
and technological processes in these systems. The call among CSCW researchers and designers
for more socially translucent online platforms and systems is consistent and robust [20, 30]. We
believe that any concerted effort to tackle the proliferation of unsubstantiated conspiracies online
must include socially translucent systems that help us become more directly informed about the
social relationships and technologies that we use to inform ourselves.

10 CONCLUSION
We should expect lots of variability in beliefs and worldviews in our social world, whether online
or offline. In a diverse society of ideas and opinions, it is normal (and even healthy) to expect
narratives about conspiracy theories to emerge from time to time. In fact, some conspiracies turn
out to be true, like the Watergate Scandal in American politics [74] or the idea that the water is not
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safe to drink on some American cities like Flint, Michigan [8]. What is critically important is that
we have a fair way to assess where the information comes from, and whether it is credible or not.

In our research, we use Weick’s sensemaking framework to analyze how people’s beliefs and
worldviews and the socio-technical context of the internet may collectively affect how they interpret
online information about conspiracy theories. Through understanding the sensemaking process
of believers and ex-believers, we see how those factors play important roles in both entering and
exiting belief processes.

The study of conspiracy theories is important for understanding the broader issues of misinfor-
mation and disinformation online. Conspiracy theories create polarizations on the internet between
the science and conspiracy communities [6], and debunking false (and potentially dangerous) con-
spiracy theories is an important issue for any functioning society. Just as some friendly debunkers
were able to build connections with believers, addressing the issues of false conspiracy theories
may require us to see our similarities and common concerns instead of focusing solely on our
differences in belief. This challenge also requires us to see the problem from a socio-technical
perspective by treating the technologies and the social relationships on the internet together as an
organic whole. We hope our research contribute to the understanding of conspiracy believers and
their belief changing process, and shed light on how we may better facilitate people in making
sense of online information.
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