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Making Syntactic 
Relations Recognizable 
Syntactic search has 
lay users 
The ability to search over grammatical relationships 
between words could be useful in many fields. For 
example, a social scientist trying to characterize 
different perspectives on immigration might ask how 
adjectives applying to ‘immigrant’ have changed in the 
last 30 years. A scholar interested in gender might 
search a collection to find out whether different nouns 
enter into possessive relationships with ‘his’ and ‘her’. 
In other fields, grammatical relations can be used to 
develop patterns for recognizing entities in text, such as 
medical terms, products, and organizations, and for 
coding qualitative data such as survey results. 
 
In current syntactic search systems, passages of text 
are retrieved by issuing structured, carefully composed 
queries that express relationships between words.  
However, the background necessary to understand and 
compose such queries easily is scarce among potential 
users. One survey found that even though linguists 
wished to make very technical linguistic queries, 55% 
of them did not know how to program. According to 
another survey, humanities scholars and social 
scientists are frequently skeptical of digital tools, 
because they are often difficult to use. 

Search queries are 
too complex 
 Most existing interfaces for syntactic search (querying 
over grammatical and syntactic structures) require 
complex program-like syntax. For example, the popular 
Stanford Parser includes Tregex, which allows for 
sophisticated regular expression search over syntactic 
tree structures. The Finite Structure Query tool for 
querying syntactically annotated corpora requires its 
queries to be stated in first order logic. In the Corpus 
Query Language, a query is a pattern of attribute-value 
pairs, where values can include regular expressions 
containing parse tree nodes and words.  
 

Principle: 
Recognition over 
recall A better approach would be to rely less on users to 
formulate queries. It is a well known phenomenon in 
search user interfaces that recognition is easier than 
recall. It is easier for people to select an option that 
matches their information need from a list than to 
generate a query that expresses that same need. 
  

WordSeer Currently 
Grammatical Relations Can be Searched & 
Visualized 
 
But: 
•  Menu labels for the dependency parses are unclear. 
•  Difficult for a non-expert to find the desired relation 

A crowdsourced 
recognizability 
experiment 
We focused on the specific problem of recognizing 
English syntactic dependency relationships between 
words. Our question was: how can dependency 
relationships be represented in order to make them 
more recognizable? 
 
 
 
 
 Amazon’s Mechanical Turk 
 
Non-expert users 
 
Moby Dick by Melville, Stanford Dependency parser 
 
Participants given a series of identification tasks:  
•  In each task, see a list of sentences containing a 

syntactic relationship between highlighted words. 

•  Asked to identify the relationship type from a list of 4 
options.  

•  Options shown in 3 different ways; each participant 
saw the same presentation for all 12 tasks. 

Payment: 50c (U.S.) + 50c bonus if they correctly 
identified 10 or more of the 12 relationships.  

1 Method 

2 Hypothesis 

3 Experiment Materials 

 
Grammatical relations are identified more accurately 
when shown with examples of contextualizing words or 
phrases than without.  
 
Builds on the success of auto-suggest in search 
interfaces. 

400 participants completed the study distributed 
randomly over the 3 presentations.  
 
The results confirm our hypothesis.  
Participants in conditions that showed examples 
(phrases and words) were significantly more accurate at 
identifying the relations than participants in the baseline 
condition.   
 The average success rate in the baseline condition was 
41%, which is significantly less accurate than words: 
52%, (p=0.00019, W=6136), and phrases: 55%, 
(p=0.00014, W=5546.5).  
 
For the non-clausal relations, there was no significant 
difference between phrases and words, although they 
were both overall significantly better than the baseline  
 
 
 

Implications 
•  A list of phrases is the most recognizable  presentation 

(34% better than the baseline). However, there is 
room for improvement. Even the best strategy had a 
success rate of only 55%. 

•  Auto-suggest interfaces for syntactic search should 
show candidate relationships augmented with a list of 
phrases in which they occur.  

 

Figure 1: A sample recognition task. Target word in 
yellow (“life”). 8 example sentences containing the 
relation were shown, with the words that entered into 
the relationship highlighted. Participants had to identify 
the relationship and correctly select it from a list of four 
options on the left. 
 
 
The presentation styles: 

Baseline. 

Baseline + 4 example words. 

Baseline + 4 example phrases. 

Used the 12 most common grammatical relationships in 
Tested each of the relations with 4 different focus words 
Tested 2 focus words in each role. 

4 Results: examples improve 
recognizability 
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Principle:  
Recognition over  
Recall 
 

Question: how to show the 
context of syntactic relations in 

an understandable manner? 
 

Figure 2: Results – recognition success rate for 
different types of relations under the three 
presentations. 


