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Abstract
This article presents recent results and pressing questions
about how language and visualization should be combined.
These questions include: how much and what kind of text
should be shown on visualizations? Under what circum-
stances do people prefer text over visualizations, and why?
What do recent advances in machine learning – specifically
large transformer models that combine language, visuals,
and code – mean for the future of information visualization?
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1 Introduction
The field of information visualization studies how visual rep-
resentations can express relationships among abstract data.
Visualization is often compared with alternative forms of
presentation such as tables of numbers. Although research as-
sumes that visualizations are embedded in context — within
newspapers, textbooks, social media posts, and presenta-
tion slides – the composition and placement of the language
used in charts is usually an afterthought. For example, Apple
recently released a set of user interface guidelines which
include patterns for designing charts [2] (see Figure 11). This
anatomy of a chart [29] contains a carefully designed layout,
but entirely omits guidelines for the placement of the title
and textual annotations. This omission reflects the assump-
tions within the field of information visualization, including
many of its textbooks.

These assumptions persist despite the fact that the seminal
work of Borkin et al. [6] showed that the language compo-
nents of visualization are of key importance. That study

1From https://developer.apple.com/design/human-interface-guidelines/
components/content/charts/, retrieved 4/23/23
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Figure 1. Apple Anatomy of a Chart, with no indication of
title or text annotations.

compared a very large number of infographic designs, find-
ing that the written text was the more memorable part of
the visualization.

This article argues that language should be considered as
co-equal with visualization when communicating informa-
tion. This is a rather radical statement for the visualization
community; that said, there has been a recent surge of in-
terest in this topic, including a new workshop on natural
language and visualization [52]. This paper is an attempt
to bring some of the questions and the results to a wider
audience.2

The remainder of this essay discusses these main themes:
• Combining Text + Viz: How much text should be
placed on a visualization and where should it go?What
should that text consist of? How can results from lin-
guistics be integrated into this research?

• Text Alone: Empirical work in visualization should, as
a standard practice, compare charts against a baseline
of no visualizations at all – a baseline of expressing the
same information that is on the chart in language. Em-
pirical evidence suggests there is a significant minority
of people who tend to prefer no visualizations.

• Literacy: The visualization field has theories of visual
literacy, but it should incorporate theories of reading
literacy as well.

2This paper uses the words “language” and “text” interchangeably, the same
goes for “charts” and “visualizations”.
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Figure 2. (Left) A study of where on a chart the most visual salient components are, from [26]. (Middle) Four levels of semantic
description, from low (1) to high (4), from [37]. (Right) A schematic showing how much text to place on a chart, based on [55].

• Cognitive Models: The field does not make use of
verified cognitive theories of how combinations of
language and visualizations are read, perceived, and
understood.

• Language as the UI for Viz: The rather spectacular
advances that are happening in natural language pro-
cessing may have major impacts on how visualizations
are created in future.

2 Striking a Balance Between Text and Viz
Within the visualization community, Scott McCloud’s bril-
liant book, Understanding Comics [39], is an inspirational
classic. To illustrate the tradeoffs between what is depicted
in images versus words, in Chapter 5, McCloud introduces a
running example. In the first view, the message is expressed
only with pictures, no words. The image shows the scene,
the mood, and the action, allowing the words to be freed
up to express something else, such as the inner thoughts
of the character in the scene. In the reverse case, McCloud
shows a comic consisting only of words above empty spaces.
In this comic, the words carry the weight of describing the
scene, action, and character’s internal state. When images
are added, they can zoom in to show just a piece of the action
or to convey the mood.
McCloud shows that if the image takes on one part of

the description, the text is freed up to show some other
content, and vice versa. This framework can be applied to
research questions about how text and visualization should
be combined. We can break this further into: What is the
nature of the text that should appear on the visualization?
Where should it be placed? How much is too much? And
how do the visual and the language components interact?

The following subsections describe research addressing each
of these questions.

Where? Kim et al. [26] investigated the question: How do
captions influence what people take away from charts? To
better observe the influence of the text, they developed a
method to determine which parts of a univariate line chart
are most visually salient. (See Figure 2 (Left)). After finding
the salient regions (the “where”), Kim et al. [26] created
captions that corresponded to each of these salient parts of
the line chart (for instance, a sharp peak). The experimenters
wanted to know if the content of the captions influence
what people take away from the charts, and if that text can
override the most visually salient parts.
The experimenters found that if the captions referred to

the most salient parts of the chart, the most salient parts
were recalled. But if the caption referred to the parts of
the chart that were not the most visually salient, people
recalled the parts called out by the text rather than the most
salient regions; in other words, the text overruled the visuals.
But in the final case, if the caption referred to something
not visually salient at all, then what participants recalled
was more influenced by the chart. (This work was recently
verified and extended [11].)

These findings suggest that there is a complex relationship
between the effects of the visuals versus the effects of the
textual. There seemed to be a tipping point between when
visual had more sway than textual.

What Kind? Lundgarden & Satyanarayan [37] investigated
the question: What kind of language is preferred for describ-
ing charts by blind and low vision (BLV) people vs. sighted
people?
In this study, the experimenters first asked participants

to write descriptions of charts; they then analyzed these
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texts and identified four levels of semantics, L1 through
L4 (see Figure 2 (Middle)). The lowest level, L1, describes
the components of the chart, while the highest level, L4,
describes external contextualizing information not visible
on the chart. These semantic levels categorize “what kind”
of text is used to describe visualizations.

Interestingly, the BLV participants preferred different kinds
of textual information than sighted people. In particular, the
majority of BLV readers opposed high level L4 expression,
which by contrast was favored by the majority of sighted
readers; the converse was true for low-level L1 language.
These results are important in themselves for informing how
to write alternative text for accessibility purposes.

How Much? Armed with “where” and “what kind”, I and
several collaborators conducted a study that asked: “how
much” As in, how much text is too much for annotation as
an overlay on a chart [57] (see Figure 2 (Right)).
Working with univariate line charts, we systematically

varied chart design from all chart and no text, all the way
to all text and no chart, shown in Figure 3. We created the
charts by first finding the visually salient components as in
[26], and then labeling those components with the different
semantic levels as in [37], varying them for a controlled
experiment with crowdworkers. We assessed these designs
in two ways: with preference questions and according to
how people took away information from the charts.

In terms of preference, more text context (type C in Figure
3) was preferred by a majority of participants. In a subse-
quent analysis [55], we found that although text can at first
glance make the chart appear more cluttered, in actuality,
this extra context was helpful and preferred, so long as the
text was relevant and not redundant. This study also found
the surprising result that 14% of participants ranked choice
D, the all text paragraph in Figure 3, as their top choice.
In terms of what information the participants took away

from the charts, our findings were: how much: use relevant
text, do not worry extensively about the clutter issue, where:
the best position depends on the type of semantic content
(level) being shown, and what kind: the best semantic level
depends on the message being conveyed. In summary, this
study found that more text was better. That said, more re-
search is needed to look at more complex and diverse chart
types.

3 Case Study: Comparisons
A case study of the differences and dependencies between
language and visualization can be understood through the
case study of comparisons. Comparisons have been studied
by both linguistics and visualization research. Both fields
recognize the challenge of comparisons and both fields see
this construct as being expressed in a diverse manner. On
the linguistics side, for instance, Friedman [16] states that
“The comparative is a difficult structure to process for both

Figure 3. Four charts, from no text annotations (A) to all
text (D), used to compare participant preferences, from the
study of [55].

syntactic and semantic reasons. Syntactically, the compar-
ative is extraordinarily diverse.” On the visualization side,
Gleicher [19] writes: “Supporting comparison is a common
and diverse challenge in visualization.”
Despite this commonality, their methods for addressing

comparisons are quite divergent. In linguistics the difficulty
is the variation in expression, the challenge of determining
what entities are being compared, and what those relation-
ships are. Below are two ways of expressing comparisons,
taken from a camera reviews collection [25]. The syntactic
structure and lexical choices between just these two exam-
ples are very different:

“I felt more comfortable with XTi and some of
my friends felt more comfortable with D80.”

“On the other hand I actually prefer the D80
handling with smaller lenses , which is what ’s
on my camera 80% of the time.”

By contrast, the visualization literature assumes the en-
tities and relationships being compared are known, and in-
stead asks how to show those relationships, and how to make
them scale. A single sentence of language can only compare
a few things at a time, but visualization compares dozens,
hundreds, or thousands of items at once.

Comparisons with Vague Modifiers. In the field of cog-
nitive linguistics, Schmidt et al. [50] examine the question:
how do people decide what the meaning is of “tall”? What is
“tall” vs “not tall”? The answer, determined empirically and
with modeling, is: it depends on the distribution of the data
points. For instance, a step function yields more agreement
than an exponential drop off (see Figure 4).

My colleagues and I used this result to determine how to
show visualizations in response to natural language compar-
isons that contained vague modifiers like “tall” and “cheap”
[23]. We used the results of Schmidt et al. [50] to determine
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Figure 4. (Top) From Schmidt et al. [50], the degree of agree-
ment between human judges for what items are considered
“tall” varies based on the distribution of those items. (Bottom)
Using this result to label charts in a conversational interface,
as described in [23].

which bars to highlight for a response to a superlative com-
parison question such as “Show the heights of the tallest
buildings”. For instance, for the exponential drop off, the
cognitive linguistics model shows us which bars we should
highlight, depending on the shape of the curve (see Figure
4).

Another recent study [17] looked looked at several forms
of linguistic expressions of comparisons, and for each type,
determined which kind of visualization best expressed these
comparisons according to crowdworkers.

ComparisonQuestions inChat Interfaces.My colleagues
and I did another study to assess a related question: how to
show visualizations in a conversational interface for an in-
telligent assistant like Siri or Alexa [22]. The goal was to
determine what kind of visual context people prefer after
they ask a comparison question with a simple answer, such
as “Which Olympic sport has the tallest players: rowing or
swimming?”
We found that many people preferred bar charts so long

as the chart did not get too long. However, we also found
that 41% of participants did not want to see any chart at all in
this context. They preferred text alone. Statements by partic-
ipants showed that those who preferred bar charts, preferred
seeing the data points in the context of other bars. People
who preferred text said that it is precise, and not overly com-
plicated. A few participants switched from preferring text to
preferring charts, when the situation merited it.
In summary, comparisons are a good case study for delv-

ing deeply into the questions about the differences between

visualizing a concept versus expressing it in language; find-
ings from cognitive and computational linguistics can help
shed light.

4 Text Alone
The previous section recounted two cases in which text with-
out a chart was preferred by a sizableminority of participants.
This result is surprising from the perspective of information
visualization research. Although not common, there are other
examples to be found in the literature in which the text alone
condition was tested.

For instance, McKenna et al. [40] conducted a study which
compared different ways of presenting a scrollytelly design
(a design in which visualizations appear dynamically within
the text as the user scrolls down a long web document), in-
cluding one design with no visualizations at all. Surprisingly,
a notable minority of 10% of participants said they preferred
this no-visual condition.
In an investigation by Ottley et al. [42], the researchers

experimented with methods to help explain Bayesian rea-
soning. They compared text alone, visualization alone, and
the two juxtaposed. They found that visualization was not
more accurate than text for this purpose. They also found
that when text and visualizations were presented together,
participants did not seem to take advantage of the distinct
affordances of each.

The last example is the well-known “Explaining the Gap”
paper by Kim et al. [27] which was motivated by You Draw
It interactive feature at the New York Times [24]. Its goal
was to compare how well people recalled data depending
on whether they had to first predict a trend or not. Their
experiment design included a comparison between text-only
and visualization-only conditions. The authors had three
major findings with respect to text. First, presenting data
as text helps people recall those values better than with a
visualization. Second, the visualizations were better than text
at helping people recall trends. Third, the aid to prediction
was found for the visualization but not the text.

In summary, studies provide strong evidence that a text-
only variant should be tested when assessing the efficacy of
a design [56].

5 Preferences or Literacy?
One explanation for why people prefer text alone over vi-
sualization is personal preferences; it could be that some
people prefer reading while others prefer visual information.
But this begs the question as to why people prefer one over
the other.

Within education circles, there is much discussion of math
literacy (or numeracy), and computational literacy [59].Within
the visualization community, the notion of visualization liter-
acy has recently interested researchers [7, 8, 34]. Solen [54]
defines it as: “the ability to critically interpret and construct
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visualizations.” An explanation for the differences in prefer-
ences be could that some people have not learned how to
interpret charts, or have not had enough practice interpret-
ing them, to be “fluent” at reading them, which results in
their dispreferring them.
However, visualization research rarely considers the flip

side – the role of reading literacy – the original meaning
of the word. The reading expert Maryanne Wolf explains
what is understood about cognition and reading, and relates
it to the importance of fluency in reading [60]. Wolf notes
that true literacy can be achieved only when readers become
expert – that is fluent – readers. Wolf opens her book with:
“We were never born to read”, meaning that although most
humans innately learn spoken language, reading is not in-
nate. She points out that in order to learn to read, special
pathways need to be formed across many different brain
regions that were not evolved for reading.
Wolf points out that researchers have gathered exten-

sive evidence that the processing of words occurs in the
parafovea, before the word is directly fixated on. An expert
reader uses their peripheral vision to pick up on visual char-
acteristics such as word shape. This peripheral vision does
not usually indicate the word’s meaning, but it can approxi-
mate the general shape of what is to come. Wolf notes that
this preview of what lies ahead on the line contributes to
fluent reading. Wolf also talks about why fluent reading is
so important – it gives enough time to the executive system
to direct attention where it is most needed – to infer, to un-
derstand, to predict. In other words, to think while you are
reading. Thus, literacy with fluent reading opens the door to
developing new understanding while reading.
A growing trend in news reporting and scholarly pub-

lishing is to insert visualizations within the body of text
paragraphs; Figure 5 shows an example from the New York
Times [4]. This practice does not take into account how inte-
grating visualizations within text can disrupt fluent reading.
In looking at the figure, consider how easy or difficult

it is to read the text. Does you read the paragraph straight
through, or does your eye dart from the visualizations to the
text, and back again in an erratic manner?
There is evidence that, when the paragraph contains un-

expected images, it can disrupt fluent reading. Consider hy-
perlinks. Fitzsimmons et al [15] found that readers focus on
hyperlinks when skimming, and they tend to use these links
as markers for important parts of the text. Similarly, stud-
ies show that emoji icons embedded within text can slow
down reading [3, 12]. Thus, given the prior results, it is likely
that embedded visualizations as shown in Figure 5 will have
deleterious effects on fluent reading [20]

In summary, in order to shine light on the reasons for peo-
ple’s preferences for text versus visualization, future work
should consider both reading and visualization literacy and
fluency when combining language and charts.

Figure 5. Visualizations inserted within a paragraph, from
the New York Times [4].

6 Cognitive Models for Combining Text +
Vis

Cognitive models are used to understand why and how men-
tal processes work and to aid in formulating predictions,
such as how a person viewing a visualization will interpret it
[43]. For instance, Padilla et al. [44] used a cognitive model
to identify the specific process underlying why people misin-
terpreted hurricane forecast visualizations. However, within
the visualization field, there is currently no commonly used
cognitive model to shed light on the question of how text
and visualizations are mentally processed when combined.
In the Bayesian reasoning experiment described above, the
authors noted that the field of visualization does not have
sophisticated guidelines for understanding how to combine
the two modalities [42].
Mayer [38] has done extensive research on combining

language and visuals for the purposes of education. This
work considers the placement and modality of text (written
or audio) within images in the limited context of physical
process explanations.
The cognitive theory that Mayer employs is the dual-

channel model [38] which assumes separate cognitive sys-
tems or channels for processing pictoral versus verbal infor-
mation. It assumes that each channel has limited capacity,
and that meaningful learning involves actively building con-
nections between the two.
From the field of journalism, Sundar [58] presents three

main cognitive model theories. The first is the dual-channel
theory just mentioned that states that there are two cogni-
tive subsystems for language versus image, and they operate
independently when coding information into memory. The
next is cue-summation theory that posits that when text and
visuals are presented together, text provides additional learn-
ing cues, particularly at memory retrieval time. The third
is the limited capacity information processing theory, which
states that combining multiple modalities overwhelms the
system. Together, these theories cover all of the cases: text
plus visuals are either independent, additive, or interfering.
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There does not seem to be any consensus or even strong
evidence for which is correct.

In summary, there is no widely accepted cognitive model
for how text and images are perceived together, which may
cause empirical results to be less predictive than if such a
model existed. One remedy is for the visualization commu-
nity to engage with cognitive scientists on this important
and underexplored question.

7 Language as a User Interface for Vis
There has been extensive prior work on incorporating natu-
ral language processing (NLP) into information visualization
systems [53]. This includes using language as a query against
data to create a visualization [41, 51] and using natural lan-
guage to build and refine designs of visualizations [13, 18].
However, these systems use technology that predates the
recent advances in NLP. They often consist of a software
pipeline of diverse algorithms – often including tokenizers,
part-of-speech taggers, syntax parsers, entity recognizers,
and a variety of semantic analyzers; each stage requires its
own hand-labeled training data and format, and information
is lost from one stage in the pipeline to the next. These sys-
tems are either limited in scope or are unable to get robust
coverage of the possible ways to express relevant concepts.

Large generative language models (LLMs) such as GPT-3
and T5 are transforming the fields of both NLP and computer
vision [5]. Although the models are very large in terms of
input data and parameters trained, their architectures are in
some sense simple compared to the NLP pipelines of the past.
In the new transformer-based or diffusion-based approaches,
one model is used for a wide variety of applications. For in-
stance, T5 is trained on many tasks simultaneously, with the
input represented as a textual description of the task [46].
For some tasks, training is self-supervised, meaning that
the training phase does not require hand-labeled examples.
These systems require enormous amounts of data and com-
pute power to train on, but when that training is complete,
the resulting models can be used as is, or fine-tuned on a
specific problem, often with few labeled training examples
[49].
Today, LLMs allow for language to be used as the inter-

face to generate general images. Some of the new models
train simultaneously on text and image input, creating a
model that represents the two modalities jointly. Applica-
tions like DALLE-2, Imagen, and Midjourney can produce
photo-realistic images in response to textual prompts and
have become a popular way to for non-technical users to
generate sophisticated, humorous, and surreal images. For
instance, Figure 6 shows the output of DALLE-2 [48] in re-
sponse to the text input “Interior of a library filled with
books, with a stock line chart on an easel in the center, oil
painting”.

Figure 6. Image generated with the help of DALLE-2 [48] in
response to the text prompt: “Interior of a library filled with
books, with a stock line chart on an easel in the center, oil
painting”.

LLMs are also having great success at automatic code
suggestions based on natural language commands, as seen
in Github CoPilot, based on Codex [10], and AlphaCode [35].
These LLMs can aid in the creation of programmatically-
defined visualizations. For example when Copilot is given
the commented command:
# plot this as a bar chart with bars colored blue
unless the car name starts with 'M'

CoPilot responds with:
plt.bar(cars, values, color= ['blue' if not
car.startswith('M') else 'red' for car in cars]

An entire matplotlib program can be quickly specified that
both makes up data and plots it on a chart. CoPilot, as part of
Github, is already used by hundreds of thousands of program-
mers, many of whom think it enhances their productivity
[61] (although studies suggest that its use can result in pro-
gramming errors or security flaws [45]).

As the models improve, it will become more feasible to ex-
press what is wanted using natural language than by writing
commands, code, or even using a graphical user interface.
There has been a long running debate about which is bet-
ter for exploring, analyzing, and visualizing data: using a
GUI or writing code. People’s preference depends on which
tool they are most comfortable with, and many experts use
a combination of the two [1]. The very rapid uptake and
popularity of tools like CoPilot suggests that the answer in
the long run is going to be: not GUI, not code, but language.
We will simply speak or type how we want the data to be
visualized, perhaps augmented with pointing or gesturing.
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(It will be important to have the models trained on high qual-
ity designs, so that they do not reproduce designs with poor
usability.)

This preference for using language as the user interface is
not new. In the late 1990’s, a search engine called Ask Jeeves
that purported to let people enter natural language questions
rather than type keywords was enormously popular, despite
being brittle and having low coverage [30]. Ask Jeeves em-
ployed people to create an enormous databases of questions
and answers; it took 20 years of development before major
search engines could do this task reliably.

It is important to draw attention to the many known prob-
lems and concerns with LLMs. First, they are trained on huge
collections of data, and so if care is not taken, they repeat
the biases and injustices that are inherent in those collec-
tions. Another major problem is that the field does not really
understand how they work, and furthermore, the results
they produce cannot be predicted or explained in a way that
makes sense to people. The third problem is that they are far
from perfect, and they produce compelling output without
having what we would consider an understandable internal
representation of what it is they are producing. They are
huge, not available to all researchers or users due to their
size, and they are costly to train in terms of compute time,
and to a lesser degree, energy consumption (although some
of these drawbacks may subside due to research efforts).
There are concerns about how the building of models from
other people’s intellectual property perhaps violates their
ownership rights. Perhaps the biggest drawback of all is how
these models can contribute to misinformation and make it
very hard to determine what information is generated by
humans versus by computer software.
In summary, although large language models today are

still far from fully able to be used to generate visualizations,
they are likely to significantly transform how we generate
them in future. For instance, there is already some prelim-
inary work in using them to generate captions for charts
[36].

8 Conclusions
This essay has advocated for and described research about
the complex interactions when combining text with visu-
alizations, the importance of considering text alone when
assessing visualization designs, the need for better cognitive
models that combine reading and understanding visualiza-
tions, and a future projection of language as the user interface
for visualizations.
There area many other topics in this space that are not

covered here, including the role of bias and slant [28], mis-
information and deception [14, 33], multi-lingual text [47],
visualizing text itself [9, 21], linking interactive visualiza-
tions within documents [31? , 32], and spoken versus written

text in combination with visualization. The field is ripe for
innovation and increased understanding.
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