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Natural language processing (NLP) is a research area that stands at the intersection of linguistics and computer
science; its focus is the development of automatic methods that can reason about the internal structure of text. This
includes part-of-speech tagging (which, for a sentence like John ate the apple, infers that John is a noun, and ate a
verb), syntactic parsing (which infers that John is the syntactic subject of ate, and the apple its direct object), and
named entity recognition (which infers that John is a PERSON, and that apple is not, for example, an ORGANIZA-
TION of the same name). Beyond these core tasks, NLP also encompasses sentiment analysis, named entity linking,
information extraction, and machine translation (among many other applications).

Over the past few years, NLP has become an increasingly important element in computational research in the
humanities. Automatic part-of-speech taggers have been used to filter input in topic models (Jockers, 2013) and
explore poetic enjambment (Houston, 2014). Syntactic parsers have been used to help select relevant context for
concordances (Benner, 2014). Named entity recognizers have been used to map the attention given to various cities
in American fiction (Wilkens, 2013) and to map toponyms in Joyce’s Ulysses (Derven et al., 2014) and Pelagios
texts (Simon et al., 2014). The sequence tagging models behind many part-of-speech taggers have also been used for
identifying genres in books (Underwood et al., 2013).

There is a substantial gap, however, between the quality of the NLP used by researchers in the humanities and the
state of the art. Research in natural language processing has overwhelmingly focused much of its attention on English,
and specifically on the domain of news (simply as a function of the availability of training data). The Penn Tree-
bank (Marcus et al., 1993)—containing morphosyntactic annotations of the Wall Street Journal—has driven automatic
parsing performance in English above 92% (Andor et al., 2016); part-of-speech tagging on this same data now yields
accuracies over 97% (Søgaard, 2011). While a handful of other high-resource languages (German, French, Spanish,
Japanese) have attained comparable performance on similar data (Hajič et al., 2009), many languages simply have too
few resources (or none whatsoever) to train robust automatic tools. Even within English, out-of-domain performance
of many NLP tasks—in which, for example, a syntactic parser trained on the Wall Street Journal is used to automati-
cally label the syntax for Paradise Lost—is bleak. Figure 1 illustrates one sentence from Paradise Lost automatically
tagged and parsed using a tool trained on the Wall Street Journal. Since this model is trained on newswire, it expects
newswire as its input; errors in the part-of-speech assignment snowball to bigger errors in syntax.
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Figure 1: Parsers and part-of-speech taggers trained on the WSJ expect newswire syntax. Automatically parsed syntac-
tic dependency graph with part-of-speech tags for Long is the way and hard, that out of Hell leads up to light. Errors in
part-of-speech tags and dependency arcs are shown in red. Part-of-speech errors snowball into major syntactic errors.
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Table 1 provides a summary of recent research that has investigated the disparity between training data and test
data for several NLP tasks (including part-of-speech tagging, syntactic parsing and named entity recognition). While
many of these tools are trained on the same fixed corpora (comprised primarily of newswire), they suffer a dramatic
drop in performance when used to analyze texts that come from a substantially different domain. Without any form
of adaptation (such as normalizing spelling across time spans), the performance of an out-of-the-box part-of-speech
tagger can, at worse, be half that of its performance on contemporary newswire. On average, differences in style
amount to a drop in performance of approximately 10-20 absolute percentage points across tasks. These are substantial
losses.

Citation Task In domain Acc. Out domain Acc.
Rayson et al. (2007) POS English news 97.0% Shakespeare 81.9%
Scheible et al. (2011) POS German news 97.0% Early Modern German 69.6%
Moon and Baldridge (2007) POS WSJ 97.3% Middle English 56.2%
Pennacchiotti and Zanzotto (2008) POS Italian news 97.0% Dante 75.0%
Derczynski et al. (2013b) POS WSJ 97.3% Twitter 73.7%
Yang and Eisenstein (2016) POS WSJ Early Modern English 74.3%
Gildea (2001) PS parsing WSJ 86.3 F Brown corpus 80.6 F
Lease and Charniak (2005) PS parsing WSJ 89.5 F GENIA medical texts 76.3 F
Burga et al. (2013) Dep. parsing WSJ 88.2% Patent data 79.6%
Pekar et al. (2014) Dep. parsing WSJ 86.9% Broadcast news 79.4%

Magazines 77.1%
Broadcast conversation 73.4%

Derczynski et al. (2013a) NER CoNLL 2003 89.0 F Twitter 41.0 F

Table 1: Out-of-domain performance for several NLP tasks, including POS tagging, phrase structure (PS) parsing,
dependency parsing and named entity recognition. Accuracies are reported in percentages; phrase structure parsing
and NER are reported in F1 measure.

While many techniques are currently under development in the NLP community for domain adaptation (Blitzer
et al., 2006; Chelba and Acero, 2006; Daumé III, 2009; Glorot et al., 2011; Yang and Eisenstein, 2014), including
leveraging fortuitous data (Plank, 2016), they often require specialized expertise that can be a bottleneck for researchers
in the humanities. The simplest and most empowering solution is often to create in-domain data and train NLP methods
on it directly; in-domain data can substantially increase performance, almost to levels approaching state-of-the-art on
newswire (Scheible et al., 2011; Moon and Baldridge, 2007; Derczynski et al., 2013b; Strötgen and Gertz, 2012).

When adding training data of Early Modern German and adding spelling normalization, Scheible et al. (2011)
increase POS tagging accuracy on Early Modern German texts from 69.6% to 91.0%; when Moon and Baldridge
(2007) train a POS tagger on Middle English texts, this pushes their accuracy from 56.2% to 93.7%; when Derczynski
et al. (2013b) train a POS tagger directly on Twitter data, this increases accuracy from 73.7% to 88.4%. In-domain data
is astoundingly helpful for many NLP tasks, from part-of-speech tagging and syntactic parsing to temporal tagging
(Strötgen and Gertz, 2012).

The difficulty, of course, is that training data is expensive to create at scale since it relies on human judgments; and
the cost of this data scales with the complexity of the task, so that morphosyntactic or semantic annotations (which
require a holistic understanding of an entire sentence) are often prohibitive. Few projects achieve this scale for domains
in the humanities, but when they do, they have real impact – these include WordHoard, which contains part-of-speech
annotations for Shakespeare, Chaucer and Spenser (Mueller, 2015); the Penn and York parsed corpora of historical
English (Taylor and Kroch, 2000; Kroch et al., 2004; Taylor et al., 2006); the Perseus Greek and Latin treebanks
(Bamman and Crane, 2011), which contain morphosyntactic annotations for classical Greek and Latin works; the
Index Thomisticus (Passarotti, 2007), which contains morphosyntactic annotations for the works of Thomas Aquinas;
the PROIEL treebank (Haug and Jøhndal, 2008), which contains similar annotations for several translations of the
Bible (Greek, Latin, Gothic, Armenian and Church Slavonic); the Tycho Brahe Parsed Corpus of Historical Portuguese
(Galves and Faria, 2010); the Icelandic Parsed Historical Corpus (Rögnvaldsson et al., 2012), and Twitter, annotated
for part-of-speech (Gimpel et al., 2011) and dependency syntax (Kong et al., 2014).

The availability of these annotated corpora means that we have the ability to train NLP tools for some dialects,
domains and genres of Ancient Greek, Latin, Early Modern English, historical Portuguese, and a few other languages;
this doesn’t help the scholar working on John Milton, Virginia Woolf, Miguel Cervantes, or the countless other authors
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and genres in the long tail of underserved domains that researchers are increasingly finding high-quality NLP useful
to help analyze. In this talk, I"ll argue for an alternative: an open repository of linguistic annotations that scholars can
use to train statistical models for processing natural language in a variety of domains, leveraging information from
complementary sources (such as the works of Shakespeare) to perform well on a target domain of interest (such as
the works of Christopher Marlowe). What this repository critically relies on is the expertise of the individuals who
simultaneously are the consumers of NLP for their long-tail domain and are in the uniquely best position to create
linguistic data to support their own work—and in doing so, can help develop an ecosystem that can support the work
of others.
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Adam Meyers, Joakim Nivre, Sebastian Padó, Jan Štěpánek, et al. The CoNLL-2009 shared task: Syntactic and
semantic dependencies in multiple languages. In Proceedings of the Thirteenth Conference on Computational
Natural Language Learning: Shared Task, pages 1–18. Association for Computational Linguistics, 2009.

Dag TT Haug and Marius Jøhndal. Creating a parallel treebank of the old indo-european bible translations. In Pro-
ceedings of the Language Technology for Cultural Heritage Data Workshop (LaTeCH 2008), Marrakech, Morocco,
1st June 2008, pages 27–34, 2008.

Natalie Houston. Enjambment and the poetic line: Towards a computational poetics. In Digital Humanities 2014,
2014.

Matthew Jockers. “Secret” recipe for topic modeling themes. http://www.matthewjockers.net/2013/04/12/secret-
recipe-for-topic-modeling-themes/, April 2013.

Lingpeng Kong, Nathan Schneider, Swabha Swayamdipta, Archna Bhatia, Chris Dyer, and Noah A. Smith. A de-
pendency parser for tweets. In Proceedings of the 2014 Conference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1001–1012, Doha, Qatar, October 2014. Association for Computational Linguistics.
URL http://www.aclweb.org/anthology/D14-1108.

Anthony Kroch, Beatrice Santorini, and Lauren Delfs. Penn-Helsinki parsed corpus of Early Modern English.
Philadelphia: Department of Linguistics, University of Pennsylvania, 2004.

Matthew Lease and Eugene Charniak. Parsing biomedical literature. In Natural Language Processing–IJCNLP 2005,
pages 58–69. Springer, 2005.

Mitchell P. Marcus, Beatrice Santorini, and Mary Ann Marcinkiewicz. Building a large annotated corpus of English:
The Penn Treebank. Computational Linguistics, 19(2):313–330, 1993.

Taesun Moon and Jason Baldridge. Part-of-speech tagging for Middle English through alignment and projection of
parallel diachronic texts. In EMNLP-CoNLL, pages 390–399, 2007.

Martin Mueller. Wordhoard. http://wordhoard.northwestern.edu/, Accessed 2015.

Marco Passarotti. Verso il Lessico Tomistico Biculturale. La treebank dell’Index Thomisticus. In Petrilli Raffaella
and Femia Diego, editors, Il filo del discorso. Intrecci testuali, articolazioni linguistiche, composizioni logiche. Atti
del XIII Congresso Nazionale della Società di Filosofia del Linguaggio, Viterbo, Settembre 2006, pages 187–205.
Roma, Aracne Editrice, Pubblicazioni della Società di Filosofia del Linguaggio, 2007.

Viktor Pekar, Juntao Yu, Mohab El-karef, and Bernd Bohnet. Exploring options for fast domain adaptation of depen-
dency parsers. SPMRL-SANCL 2014, page 54, 2014.

Marco Pennacchiotti and Fabio Massimo Zanzotto. Natural language processing across time: An empirical investiga-
tion on italian. In Advances in natural language processing, pages 371–382. Springer, 2008.

Barbara Plank. What to do about non-standard (or non-canonical) language in NLP. In KONVENZ, 2016. URL
http://arxiv.org/abs/1608.07836.

4



Paul Rayson, Dawn Archer, Alistair Baron, Jonathan Culpeper, and Nicholas Smith. Tagging the bard: Evaluating the
accuracy of a modern pos tagger on early modern english corpora. In Proceedings of Corpus Linguistics (CL2007),
2007.

Eiríkur Rögnvaldsson, Anton Karl Ingason, Einar Freyr Sigurðsson, and Joel Wallenberg. The Icelandic Parsed His-
torical Corpus (IcePaHC). In LREC, pages 1977–1984, 2012.

Silke Scheible, Richard J Whitt, Martin Durrell, and Paul Bennett. Evaluating an ‘off-the-shelf’ POS-tagger on early
modern German text. In Proceedings of the 5th ACL-HLT workshop on language technology for cultural heritage,
social sciences, and humanities, pages 19–23. Association for Computational Linguistics, 2011.

Rainer Simon, Elton T. E. Barker, Pau de Soto, and Leif Isaksen. Pelagios 3: Towards the semi- automatic annotation
of toponyms in early geospatial documents. In Digital Humanities 2014, 2014.

Anders Søgaard. Semisupervised condensed nearest neighbor for part-of-speech tagging. In Proceedings of the 49th
Annual Meeting of the Association for Computational Linguistics: Human Language Technologies: short papers-
Volume 2, pages 48–52. Association for Computational Linguistics, 2011.

Jannik Strötgen and Michael Gertz. Temporal tagging on different domains: Challenges, strategies, and gold stan-
dards. In Nicoletta Calzolari (Conference Chair), Khalid Choukri, Thierry Declerck, Mehmet Uğur Doğan, Bente
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