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Topic Models
• Input: set of documents, number 

of clusters to learn.


• Output:


• topics

• topic ratio in each document

• topic distribution for each 

word in doc



Hall et al. 2008, “Studying the History of Ideas Using Topic Models”



Document clustering

Google News



Wilkens, “Genre, Computation, and the Varieties of Twentieth-Century U.S. Fiction” (2016)



Allison et al. 2009



• Clustering is designed to learn structure in the data:


• Hierarchical structure between data points


• Natural partitions between data points

Clustering



Hierarchical Clustering

• Hierarchical order 
among the elements 
being clustered

London. 
Michaelmas term 
lately over, and 
the Lord 
Chancellor 
sitting

in Lincoln's Inn 
Hall. Implacable 
November weather. 

Among other 
public buildings 
in a certain 
town, which for 
many reasons

it will be 
prudent to 
refrain from 
mentioning, and 
to which I will

assign no 
fictitious name,

It is a truth 
universally 
acknowledged, 
that a single man 
in possession

of a good 
fortune, must be 
in want of a 
wife.

When men began to 
build cities 
vertically 
instead of 
horizontally

there passed from 
our highways a 
picturesque 
figure, and from 
our

language an 
expressive figure 

One January day, 
thirty years ago, 
the little town 
of Hanover,

anchored on a 
windy Nebraska 
tableland, was 
trying not to be 
blown

away



Hierarchical clustering

Allison et al. 2009



Bottom-up clustering



Similarity

• What are you comparing?


• How do you quantify the similarity/difference of those 
things?

P(X )⇥ P(X ) ! R



Unigram probability
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TF-IDF
• Term frequency (tft,d) = the number of times term t occurs in document d; 

several variants (e.g., passing through log function).


• Inverse document frequency = inverse fraction of number of documents 
containing (Dt) among total number of documents N

tfidf(t, d) = tft,d � log
N

Dt



Hierarchical clustering

We know how to compare data points with distance metrics.


How do we compare sets of data points?



Single linkage

min
x�A, y�B

Dis(x, y)



Complete linkage

max
x�A, y�B

Dis(x, y)



Average linkage

�
x�A, y�B Dis(x, y)

|A| � |B|



Single linkage may link bigger clusters together before 
outliers



Complete 
linkage

Complete linkage may not link close clusters together 
because of outliers



Flat Clustering
• Partitions the data into a set of K clusters

A

B

C

It is a truth 
universally 
acknowledged, 
that a single man 
in possession

of a good 
fortune, must be 
in want of a 
wife.

When men began to 
build cities 
vertically 
instead of 
horizontally

there passed from 
our highways a 
picturesque 
figure, and from 
our

language an 
expressive figure 

London. 
Michaelmas term 
lately over, and 
the Lord 
Chancellor 
sitting

in Lincoln's Inn 
Hall. Implacable 
November weather. 

Among other 
public buildings 
in a certain 
town, which for 
many reasons

it will be 
prudent to 
refrain from 
mentioning, and 
to which I will

assign no 
fictitious name,

One January day, 
thirty years ago, 
the little town 
of Hanover,

anchored on a 
windy Nebraska 
tableland, was 
trying not to be 
blown

away



K-means



https://github.com/karanveerm/kmeans



Problems



K-means

initial cluster centers



• Improved initialization method for K-means:

• Choose data point at random as first center

• For all other data points x, calculate the distance D(x) between x and 

the nearest cluster center

• Choose new data point x as next center, with probability proportional 

to D(x)2


• Repeat until K centers are selected

K-means++



D(x)2 = 1

D(x)2 = 100

D(x)2 = 121

10

1

K-means++



Choosing K

• how do we choose K?
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The “elbow”
Core idea: clusters should minimize the within-cluster 

variance

good bad



The “elbow”
Core idea: clusters should minimize the within-cluster 

variance

F�

i=1
(xi � μi)

2within-cluster 
sum of squares

for each cluster



The “elbow”
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Representation

• This is a huge decision that impacts what you can learn

[x is a data point characterized by F real numbers, 
one for each feature]

x � RF



Bag of words doc1 doc2

the 0.04 0.04

of 0 0

hate 0 0.03

genius 0.005 0

bravest 0.002 0

stupid 0 0.001

like 0 0.01

…

Representation of text only as the 
counts/relative frequencies/binary 
indicators of words that it contains



feature classes

unigrams (“like”)

bigrams (“not like”), higher order 
ngrams

prefixes (words that start with “un-”)

has word that shows up in positive 
sentiment dictionary

Features

• Features are where you can encode 
your own domain understanding of 
the problem.



The dog bark
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• BERT also encodes each sentence by appending a special token to the 
beginning ([CLS]) and end ([SEP]) of each sequence.


• This helps provides a single token that can be optimized to represent the 
entire sequence (e.g., for document classification)
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neutral 
sentiment

• When used for a supervised problem (e.g. sentient analysis), ALL of 
the parameters of BERT are optimized to encode whatever 
information is needed in that final [CLS] vector to predict the label.


• But that’s not the case if we don’t fine-tune that representation for a 
task.



SentenceBERT

• Given training data in the form of 
related sentence pairs (from SNLI/
MNLI), optimize the representation 
to predict the natural language 
inference relation between 
sentences (contradiction/
entailment/neutral).

Reimers and Gurevych (2019) "Sentence-BERT: Sentence Embeddings using Siamese BERT-Networks"



SentenceBERT

• Good performance on STS (semantic textual similarity — how similar are two 
sentences?) is a by-product of this training.



• Books (e.g., to learn genres)


• News articles (e.g., to learn articles about the same event)

Representation



Evaluation

• Much more complex than supervised learning since there’s often no 
notion of “truth”



Internal criteria

• Elements within clusters should be more similar to each other


• Elements in different clusters should be less similar to each other 



External criteria

• How closely does your clustering reproduce another (“gold standard”) 
clustering?



cluster Bcluster A

• Let’s presume that we’ve run clustering over our data (to generate clusters 
A and B) and that we also have a separate human-labeled clustering 
(here, assigning each data point to detective or sci-fi clusters.

Samuel Spade’s jaw was 
long and bony, his chin a 
jutting v under the more 
flexible v of his mouth. 

It was about eleven o’clock in 
the morning, mid October, with 
the sun not shining and a look 

of hard wet rain in the 
clearness of the foothills.

A merry little surge of 
electricity piped by 

automatic alarm from the 
mood organ beside his bed 
awakened Rick Deckard.

HARI SELDON 
- ... born in the 

11,988th year of 
the Galactic Era; 

died 12,069

detective detective scif scif

External criteria



cluster Bcluster A

• How much does the cluster for a data point tell you about its likely label 
(and vice versa)?

Samuel Spade’s jaw was 
long and bony, his chin a 
jutting v under the more 
flexible v of his mouth. 

It was about eleven o’clock in 
the morning, mid October, with 
the sun not shining and a look 

of hard wet rain in the 
clearness of the foothills.

A merry little surge of 
electricity piped by 

automatic alarm from the 
mood organ beside his bed 
awakened Rick Deckard.

HARI SELDON 
- ... born in the 

11,988th year of 
the Galactic Era; 

died 12,069

detective detective scif scif

External criteria



• How much does the cluster for a data point tell you about its likely label 
(and vice versa)? 

Samuel Spade’s jaw was 
long and bony, his chin a 
jutting v under the more 
flexible v of his mouth. 

It was about eleven o’clock 
in the morning, mid 

October, with the sun not 
shining and a look of hard 
wet rain in the clearness of 

the foothills.

A merry little surge of 
electricity piped by 

automatic alarm from the 
mood organ beside his bed 
awakened Rick Deckard.

HARI SELDON - ... born in 
the 11,988th year of the 

Galactic Era; died 12,069

Gold label detective detective science fiction science fiction

Cluster A A A B

External criteria



• Mutual information provides a measure of how independent two variables 
(X and Y) are.

Samuel Spade’s jaw was 
long and bony, his chin a 
jutting v under the more 
flexible v of his mouth. 

It was about eleven o’clock 
in the morning, mid 

October, with the sun not 
shining and a look of hard 
wet rain in the clearness of 

the foothills.

A merry little surge of 
electricity piped by 

automatic alarm from the 
mood organ beside his bed 
awakened Rick Deckard.

HARI SELDON - ... born in 
the 11,988th year of the 

Galactic Era; died 12,069

Gold label detective detective science fiction science fiction

Cluster A A A B

Mutual information



Mutual information
Samuel Spade’s jaw was 
long and bony, his chin a 
jutting v under the more 
flexible v of his mouth. 

It was about eleven o’clock 
in the morning, mid 

October, with the sun not 
shining and a look of hard 
wet rain in the clearness of 

the foothills.

A merry little surge of 
electricity piped by 

automatic alarm from the 
mood organ beside his bed 
awakened Rick Deckard.

HARI SELDON - ... born in 
the 11,988th year of the 

Galactic Era; died 12,069

G detective detective science fiction science fiction

C A A A B

MI(G, C) =
|G|

∑
i=1

|C|

∑
j=1

P(i, j) log
P(i, j)

P(i)P( j)

P(detective) =
count(detective)

N

P(A) =
count(A)

N

P(detective, A) =
count(detective, A)

N

G = {detective, scifi}

C = {A, B}



Normalized mutual information

NMI(G, C) =
2 × MI(G,C)
H(G) + H(C)

H(G) = −
|G|

∑
i=1

P(i)log P(i)

• MI is bounded by 0 below (compete independence), but can 
range to ∞.


• Normalized mutual information bounds that value between [0,1] 
by normalizing by the average entropy of the two groups.



Activity

https://bit.ly/anlp-clustering


• Use SentenceBERT + K-means to cluster movie summaries/book titles; 
upload this at the end of class.


